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Abstract 
   

  
 
Computing the volume and integral points of a polyhedron in 

nℜ is a very important subject in different areas of mathematics. 
 

There are two representations for the polyhedron, namely the       
H-representation and the V-representation. For each representation we 
give a different method of finding the volume and number of integral 
points. 

 
Moreover, the Ehrhart polynomial of a bounded polyhedron is 

discussed with some methods for finding it. One of these methods is 
modified and we prove two theorems for computing the coefficients of 
the Ehrhart polynomial.  

 
Also, a modified method for counting the number of integral 

points of   a bounded polyhedron is given, and it makes matrix 
operations on the matrix that represents the bounded polyhedron, and 
studies the effect of these operations on these numbers.  

 
All of the used methods are demonstrated with different 

examples.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

Introduction 
 
 A wide variety of pure and applied mathematics involve the 
problem of counting the number of integral points inside a region in 
space. Applications range from the very pure: number theory, toric 
Hilbert functions, Kostant's partition function in representation theory, 
Ehrhart polynomial in combinatorics to the very applied: cryptography, 
integer programming, statistical contingency, mass spectroscope 
analysis. Perhaps the most basic case is when the region is a convex 
bounded polyhedron. Convex polyhedra, i.e., the intersections of a 
finite number of half spaces of the space dℜ , are important objects in 
various areas of mathematics and other disciplines as seen before. In 
particular, the compact ones among them (polytopes), which, can 
equivalently be defined as the convex hulls of finitely many points in 

dℜ , have been studied since ancient times, for example, platonic solids, 
diamonds, the great pyramids in Egypt etc., [27]. polytopes appear as 
building blocks of more complicated structures, e.g. in combinatorial, 
topology, numerical mathematics and computed aided designs. Even in 
physics polytopes are relevant e.g., in crystallography or string theory, 
[31]. 
 
 Probably the most important reason of the tremendous growth of 
interest in the theory of convex polyhedra in the second half of 20'th 
century was the fact that linear programming i.e., optimizing a linear 
function over the solutions of a system of linear inequalities became a 
wide spread tool to solve practical problems in industry and military. 
Dantzig's simplex algorithm, developed in the 40's of the last century, 
showed that geometric and combinatorial knowledge of polyhedra (as 
the domains of linear programming problems), is quite helpful for 
finding and analyzing solution procedures for linear programming 
problems, [31].         
 
 Since the interest in the theory of convex polyhedra to a large 
extent comes from algorithmic problems, it is not surprising that many 
algorithmic questions on polyhedra rose in the past, but also inherently, 
convex polyhedra (in particular: polytopes) give rise to algorithmic 
questions, because they can be treated as finite objects by definition; 
this makes it possible to investigate the smaller ones among them by 



computer programs like the polymake - system written by Gawilow and 
Jowing, [24]. 
 

Once chosen to exploit this possibility one immediately finds 
oneself confronted with many algorithmic challenges. 

 
 Also, the notion of the volume of a polytope is basic and 
intuitive; its computation has raised a lot of problems. In this thesis we 
attempt to answer some fundamental and practical question on volume 
computation of higher dimensional convex polytopes given by their 
vertices and / or facets. In particular, we study through extensive 
computational experiment typical behavior of the exact methods, 
including Delaunay and boundary triangulation, the triangulation 
scheme described by Cohen and Hickey and the methods presented by 
Lawrence, [13].  
 

This thesis consists of three chapters. 
 
In chapter one we try to give a short introduction, provide a 

sketch of what bounded polyhedron looks like and how they behave 
with many examples. Also we recall some methods for finding the 
number of integral points inside a convex polytope, [13], [25] and [4]. 

 
In chapter two we present some methods for computing the 

coefficients of Ehrhart polynomial that depend on the concepts of 
Dedekind sum and residue theorem in complex analysis. Also, a 
method for counting these coefficients is introduced. The polytope that 
we take are with             V-representations, [5] and [60]. We give a 
method for computing the coefficients of the Ehrhart polynomial, 3−dc , 

4−dc  until 9−dc  also we give        a formula for the differentiation of the 
given method. 

 
 In chapter three, a method for finding the volume of H-

representation of a polytope using Laрlace transform is presented and 
some basic concepts and remarks about the Birkhoff polytope and their 
volumes are discussed with their Ehrhart polynomials, [33], [11], [7], 
[8] and [9]. We make             a change on the matrix, which represents 
the polytopes and finds a general formula for the number of integral 
points; also we make a change of matrix operation and study the effect 
of this change on the number of integral points of the polytopes. To the 
best of our knowledge, this result seems to be new. 
        



 
 
 
 
 

List of symbols 
 

 
 ℜ                                the set of all real  numbers. 
 Ζ                                the set of all integers. 
 dℜ                              the vector space of d-dimension. 
 dm×ℜ                           an dm× real matrix.  
 dΖ                              the standard integer lattice. 
 d

+ℜ                             d-space of vectors with positive components. 
 Vol(P)                       volume of P. 
 ext(P)                        extreme points of P. 
  x                             greatest integer ≤x. 

  x                             least integer ≥ x. 

 νo(P)                         Voronoi cell of p. 
 nb(S,v)                       nearest neighbor set of v in S. 
 conv(nb(S,v))             Delaunay cell of v. 
 dP ΖI                       number of integral points of a polyhedron.  

 2Ζ∂ IP                     number of integral points on the boundary of the 

                                    polyhedron. 
),( pxδ                            delta function of x and p. 

 x                              the Euclidean norm of a vector x. 

 rank(A)                      rank of the matrix A.  
 dim(P)                       dimension of the polytope P. 

),...,,( 10 dvvv∆             simplex in dℜ  with vertices d

dvvv ℜ∈,...,, 10 . 
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 L(P,t)                         the Ehrhart polynomial of a polytope  P. 
 S(a,b)                         the Dedekind sum of a and b. 
 Res(f(z), z=a)             residue of f(z) about z = a. 



 ),(1 nmS                      Stirling number of the first kind. 
 ),(2 nmS                      Stirling number of the second kind. 
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oP                                interior of a polytope  P. 
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Introduction 

Convex bounded polyhedrons are fundamental geometric objects 
that have been investigated since antiquity. The beauty of their theory is 
nowadays complemented by their importance for many other 
mathematical subjects, ranging from the integration theory, algebraic 
topology, and algebraic geometry (toric varieties) to the linear and   

combinatorial optimization. 
 

 In this chapter we try to give a short introduction and provide       
  a sketch of what bounded polyhedron looks like and how they behave 

with many examples. 
 

 A convex polyhedron is an intersection of a finite number of half 
spaces of the space dℜ , and a convex polytope is a bounded convex 
polyhedron. Every convex polyhedron has two natural representations,  
  a half space representation (H-representation) and a vertex 
representation (V-representation). In recent years various techniques of 
geometric computations associated with convex polyhedron have been 

discovered, see [13], [31], [16] and [17]. 
 

 Also, we recall some methods for finding the volume of a convex 
polytope and other methods for finding the number of integral points 

inside a convex polytope. 
 

 This chapter consists of three sections:  
 

In section one, some basic definitions with some useful remarks 
about representation of the polyhedron are presented. 

 
In section two, some methods for computing the volume of 
convex polytopes are given with some illustrative examples. These are 
classified into two groups: triangulation methods and signed 

decomposition methods. 
 

The triangulation methods include boundary triangulation, 
Delaunay triangulation and Cohen & Hickey's triangulation, [13]. The 

signed decomposition methods include Lawerence's method, [25]. 
 
  In section three, some methods for finding the number of integral 

points of a convex polytope are discussed; these methods are 
demonstrated with some examples.     



  
1.1 Representation of a polyhedron 

The volume of a convex bounded polyhedron is not easy to 
compute and the basic methods for exact computation of this volume 
can be classified according to whether a half space representation or a 
vertex representation of it, [33]. Therefore, in this section some basic 
definitions on a convex bounded polyhedron and its representations are 
given. 

 
We start this section by the following definitions: 

 
Definition (1.1.1), [35, p.85]: 

Let bAX ≤  where dmA ×ℜ∈ is a given real matrix, and mb ℜ∈  is a 

known real vector. A set }:{ bAXXP d ≤ℜ∈=  is said to be                  a 

polyhedron.  

 

A polyhedron P is bounded if there exists 1

+ℜ∈ω  such that ω≤X  for 

every PX ∈ , [35, p.86]. 

 

Definition (1.1.2), [35, p.85]: 
Every bounded polyhedron is said to be a polytope.  

 
Definition (1.1.3), [35, p.84]: 

Let },...,,{ 21 kxxxS =  where d

ix ℜ∈ , ki ≤≤1 , then S is said to be 

affinely independent if the unique solution of 0
1

=∑
=

i

k

i

i xa and 

0
1

=∑
=

k

i

ia  is 0=ia , for i = 1, …, k. 

 
Recall that a polyhedron P is of dimension k, denoted by 

dim(P)=k, if the maximum number of affinely independent points in P 
is k+1. In this case a polyhedron (polytope) is said to be k-polyhedron 
(k-polytope). On the other hand, a polyhedron is of a full dimensional if 
dim (P) = d, [35, P.86]. 

 
Remark (1.1.1): 

 If the polyhedron P which is defined by, }:{ bAXXP d ≤ℜ∈=  
is not full dimensional, then at least one of the inequalities ii bXa ≤ , 



i=1,2,…,k, is satisfied as equality by all points of P, where ia  is the i-th 
row of the matrix A and ib  are the values of the vector b, [35, p.86]. 

 
Proposition (1.1.1), [35, p.84]: 

Let }:{ bAXXP d ≤ℜ∈=  then the following statements are 
equivalent: 

(a) φ≠≤ℜ∈ }:{ bAXX d . 

(b) rank(A)=rank(A|b), 
where ,, mdm bA ℜ∈ℜ∈ ×  A|b is the augmented matrix of the system 
AX=b and rank(A|b) is the maximum number of linearly independent 

rows         ( columns ) of A|b. 
 

Now, if P takes the form }:{ bAXXP d ≤ℜ∈= , the pair A|b is 
said to be a half space representation or simply H-representation of P, 

where ,, mdm bA ℜ∈ℜ∈ ×  [13]. 
 

Proposition (1.1.2), [35, p.87]: 
Let }:{ bAXXP d ≤ℜ∈= be a polytope, then: 

 dim(P)+rank( ** bA )=d, 

where ** bA denotes the corresponding rows of A|b, which represent the 

equality sets of the representation A|b of  P, that is, 
}:{ ∗∗ =ℜ∈= bXAXP d , [35,p.86]. 

 
:Definition (1.1.4), [4] 

 Let }:{ bAXXP d ≤ℜ∈=  be a polyhedron. If the entries of A 
and b have integer values then this polyhedron is said to be rational 

polyhedron. 
 

Recall that for a given convex set S, a point SX ∈  is said to be 
vertex (or sometimes extreme point) if it does not lie on a line segment 
joining two other points of this set.  In this case the line joining any two 

vertices is said to be an edge [41, p.98]. 
 

It can be easily seen that any polyhedron is a convex set in dℜ . 
 

Definition (1.1.5), [38]: 
A lattice polytope in dℜ (sometimes called integral polytope) is a 
polytope whose vertices are lattice points (integral points), that is, 



points in dΖ . If the lattice polytope is of dimension d then this polytope 
is said to be a d-dimensional lattice polytope   

 
Definition (1.1.6), [41, p.96 ]: 

Given ∑
=

=
d

i

ii bxa
1

, where ia  and b are known real constants for 

di ≤≤1 . The set of points d

iixX 1}{ == , which satisfies the above 
equation, is said to be a hyperplane. 

 
Moreover, the set of points d

iixX 1}{ ==  is called a half- space if it 

satisfies the inequality ∑
=

≥
d

i
ii bxa

1

, [36, p.413]. 

 
Definition (1.1.7), [10]: 

 Let P be a polyhedron in dℜ . For dc ℜ∈  and ℜ∈b , the 

inequality ∑
=

≤
d

i

ii byc
1

 is called valid for P if it is satisfied by all points 

in P, where d

iicc 1}{ == . The faces of P are the sets of the form 

∑
=

= ==
d

i

ii

d

ii bycyYP
1

1 }:}{{I  for some valid inequality ∑
=

≤
d

i

ii byc
1

. 

 
 Recall that a face F is said to be proper if PF ≠≠φ . On the 

other hand the faces of dimension 0 and 1 are called vertices and edges 
respectively. However the faces of highest dimension are termed facets. 

 
Definition (1.1.8), [12]: 

 A polytope in dℜ  is said to be simple if there are exactly d edges 
through each vertex, and it is called simplicial if each facet contains 

exactly d vertices.  
 

It is known that a simplex in dℜ  is a d-dimensional polyhedron, 
which has exactly d+1 vertices, [23, p.37]. 

 
Definition (1.1.9), [35, p.83 ]: 

 Given a non empty set dS ℜ⊆ , a point dX ℜ∈  is a convex 
combination of points of S if there exists a finite set of points t

iix 1}{ = in S 

and t

+ℜ∈λ  with ∑
=

=
t

i

i

1

1λ  and ∑
=

=
t

i

ii xX
1

λ . 

  



It is known that the convex hull of S, denoted by conv(S) is the 
set of all points that are convex combinations of all points in S. 

 
Now, if },...,,{ 10 nvvvV =  is a finite set of points in dℜ , the 
convex hull of V  denoted by conv(V) is said to be convex polytope. In 
this case, V is called vertex representation or simply V-representation 

of P, [13]. 
 

1.2 Some methods for the volume computation of a 
polytope 

As mentioned before, computing the volume of a polytope is very 
important in many real life applications, so in this section we give some 
methods for finding it. There is a comparative study of various volume 
computation algorithms for polytopes in [13]. However there is no 
single algorithm that works well for many different types of them, [22]. 

 
For simple polytopes, triangulation-based algorithms are more 

efficient and for simplicial polytopes sign-decomposition based 
algorithms are better, [13]. 
 

In this section, some methods for volume computation are given 
with different examples. 

We start this section by the following remark. 
 
Remark (1.2.1): 

All known algorithms for exact volume computation decompose    
a given polytope into simplices, and thus they all rely on the volume 
formula of a simplex which is given by the following proposition, [13]:  

 
Proposition (1.2.1), [13]: 

For a polytope represented by its vertices d

dvvv ℜ∈,...,, 10 , the 

volume of it is given by  

Vol( ),...,,( 10 dvvv∆ ) = ),...,det(
!

1
001 vvvv

d d −−  

Where ),...,,( 10 dvvv∆  denotes the simplex in dℜ  with vertices 
d

dvvv ℜ∈,...,, 10  and ),...,( 001 vvvv d −−  is dd ×  matrix whose columns 

are 001 ,..., vvvv d −− . 

 
Next, there are two types of methods for exact volume 

computation of the simple polytopes, which are discussed below: 



 
 
 
I.Triangulation methods: 

In these methods one has a simple polytope P in dℜ . P is 

triangulated into simplices ),...,2,1( sii =∆  U
s

i
iP

1=

∆= . The volume of P 

is simply the sum of the volumes of the simplices. 

                   ∑
=

∆=
s

i

iVolPVol
1

)()(                                              (1.1) 

The following: boundary triangulation, Delaunay triangulation and 
Cohen & Hickey's combinatorial triangulation by dimensional 
recursion named, as triangulations method, [13]. 
 

An important difference between these methods is that the former 
two methods need only a V–representation while the last method 
requires both V- and H-representations, [13]. 
 
 Before giving the signed decomposition methods, we need the 
following definition. 
 
Definition (1.2.1): 

Let dℜ∈Ρ  be a polytope, a signed union of P means, a 

collection of polytopes d

k ℜ⊆ΡΡΡ ,...,, 21 such that U
k

i
i

1=

Ρ=Ρ , and ji ΡΡ I  

is a proper face of iΡ and jΡ , for ji ≠ .In this case we write U
+

Ρ= iP , 

[30]. 
 
II. Signed decomposition methods:  

Instead of triangulating a polytope P, one can decompose P into 
signed simplices whose signed union is exactly P. More specifically, P 
is represented as a signed union of simplices i∆ , i =1, 2, …, s. This 

means,  
           

               U
s

i
ii

1=

∆=Ρ σ                                                             (1.2) 

 
Where iσ  is either  +1 or –1. The volume of P is, [13].   



              ∑
=

∆=
s

i

iiVolPVol
1

)()( σ  

 
1.2.1 Triangulation methods  

In this subsection we discuss briefly some of the known 
triangulation methods that compute the volume of the polytope. 

 
(i) Boundary triangulation, [13]:  

In boundary triangulation, one computes the convex hull of the 
perturbed points, interpreting the result in terms of the original vertices 
leads to a triangulation of the boundary, which by linking with a fixed 
interior point yields, a triangulation of P. For the convex hull 
computation the reverse search algorithm is chosen, [3], where only the 
V-representation of a polytope is required. To illustrate this method, 
consider the polytope which is represented by a set of vertices named 
{a, b, c , d} as given in figure (1). Using an interior point e where the 
boundary of a polytope is easily triangulated or already triangulated as 
in the case of simplicial polytopes. By linking a point e with the vertices 
a, b, c and d yields four triangles then, volumes of these triangles are 
found, summing all of these volumes the volume of this polytope is 
obtained. 

 

 
                           (a)                                       (b) 
 

Figure (1): 
            (a)  represents a polytope P. 

  (b) represents a partition of the given polytope P by using the 
boundary triangulation method.  

 
 
(ii) Delaunay triangulation, [13]: 

Before we discuss this method, some basic definitions concerning 
the Delaunay triangulation are needed. 
 
Definition (1.2.2), [22]: 



Given a set S of n distinct points in dℜ , Voronoi diagram is the 
partition of dℜ  into n polyhedron regions (denoted by S∈ρρνο ),( ). 

Each region )(ρνο  is called Voronoi cell of ρ , which is defined as set 

of points in dℜ  that are closer to ρ  than other points in S, or more 

precisely  
         },{)( ρρρνο −∈∀−≤−ℜ∈= •

• SqqXXX d  . 

 
 
Definition (1.2.3), [22]: 
 Let S be a set of n points in dℜ . For each point dℜ∈ν , the 
nearest neighbor set denoted by )),(( νSnb  of ν  in S is the set of points 

νρ −∈ S , which are closest to ν  in Euclidean distance. 

 
Definition (1.2.4), [22]: 

Let S be a set of n points in dℜ . A point dℜ∈ν is said to be             
a Voronoi vertex of S if ),( νSnb is maximal over all nearest neighbor 

sets. 
 
Definition (1.2.5), [22]: 
 Let S be a set of n points in dℜ . The convex hull of the nearest 
neighbor set of Voronoi vertex ν  denoted by )),(( νSnbconv is said to 

be a Delaunay cell of ν . 
 

The Delaunay triangulation of S is a partition of the convex hull 
conv(S) into the Delaunay cells of Voronoi vertices together with their 
faces, [22].  

 
Now we discuss the method of Delaunay triangulation method 

that requires only the V–representation of the polytope. 
 

The geometric idea behind a Delaunay triangulation of a d–
polytope is to ' lift ' it on a paraboloid in dimension d+1. The following 
construction is very important to compute the Voronoi diagram, [22]. 
 

Let S be a set of n points in dℜ . For each point dS ℜ⊆∈ρ , 

consider the hyperplane tangent to the paraboloid 22

11 ... dd xxx ++=+  in 
1+ℜd at ρ : 



This hyperplane is represented by h (ρ ) as: 

                        02 1

11

2 =+− +
==
∑∑ d

d

j

jj

d

j

j xxρρ  

where ),...,2,1( djj = ρ  are the coordinates  of ρ , for each point ρ , 

the equality in the above equation is replaced by the inequalities )(≥ , 

which yields a system of n inequalities that is denoted by 0≥− AXb . 

The polyhedron P in 1+ℜd  of all solutions X to the system of inequality 
is        a lifting of the Voronoi diagram to one higher dimensional 
space. [13], shows that the underlying convex hull algorithm uses the ' 
beneath – beyond ' method.   
 
 
Example (1.2.1): 
 Consider the set of vertices:  

)}.4,4(),4,0(),0,4(),2,1(),1,2(),0,0({ 654321 ======= ρρρρρρS  

Here the volume of the polytope given by these vertices is to be 
determined. To do so, Delaunay triangulation is used to compute the 
volume of this polytope. 
 

First, write down the system of linear inequalities in three 
variables as explained before. That is for each 6,...,2,1, =∈ jSjρ , 

apply the inequalities: 
 

        02 3

2

1

2

1

2 ≥+−∑∑
==

xx
j

jj

j

j ρρ  

 
we get a system of six inequalities  
 

                       03 ≥x  

0245 321 ≥+−− xxx  

0425 321 ≥+−− xxx  

       0816 31 ≥+− xx  

       0816 32 ≥+− xx  

      08832 321 ≥+−− xxx . 

 



The set of solutions 3ℜ∈X  of the above inequalities represents      
a polyhedron P. By applying the cdd+ program [22], the Delaunay 
cells,  

),,( 531 ρρρ , ),,( 321 ρρρ , ),,( 421 ρρρ , ),,( 632 ρρρ , ),,( 642 ρρρ and ),,( 653 ρρρ a

re obtained. The cell ),,( 531 ρρρ means the triangle which is represented 

by three vertices 31, ρρ  and 5ρ , and similarly for the other cells. 

Therefore six triangles are obtained, summing the volumes of these 
triangles yields the volume of the polyhedron P is equal to 16. 

 
Figure (2): represents the polyhedron P with the set of 
vertices },...,,{ 621 ρρρ and Delaunay cells. 

 
(iii) Triangulation by Cohen & Hickey, [13]:  
 This recursive scheme triangulates a d- polytope P by choosing 
any vertex Pv∈  as an apex and connecting it with the (d-1)–
dimensional simplices resulting from a triangulation of all facets of P 
not containing v . To be precise, denote by kθ , dk ≤≤0 , the k- 
dimensional faces of P, and let η  be a ' map ' which associates to each 

face one of its vertices. Then the pyramids with apex )( dθη and bases 

among the facets 1−dθ  with 1)( −∉ dd θθη form a dissection of the 

polytope. 
 

Applying the scheme recursively to all 1−dθ  results in a set of 

decreasing chains of faces dd θθθθ ⊂⊂⊂⊂ −110 ... such that 
1)( −∉ kk θθη  for dk ≤≤1 . Then the set of corresponding simplices 

))(),...,(),(( 10 dθηθηθη∆ is a triangulation of P. 

 
To implement this recursive method, an extensive use of the 

double description as V-representation and H-representation is made 
by representing all faces as sets of vertices. 
 



Note that in the case of Cohen & Hickey compared to a boundary 
triangulation all simplices in the facets containing the apex v are 
eliminated and therefore the number of simplices is usually reduced. 
 
Example (1.2.2):     

Consider the polytope which is represented by set of vertices 
},,,,{ 43210 ρρρρρ  as illustrated in figure (3), let η  be the 'map' which 

assigns to each face of the polytope its vertex with the lowest number, 
so 0)( ρη =P , all facets which do not contain the vertex 0ρ  are 

examined, that is, II, III and IV. The scheme of the Cohen and Hickey is 
applied to facet II with 1)( ρη =II . II is intersected with all facets not 

containing the vertex 1ρ , these are III, IV and V. The intersections with 

IV and V are empty, so this recursion is unsuccessful. The intersection 
with III yields the vertex 2ρ , and the fixed vertices 10, ρρ , 2ρ  forms a 

first simplex. The other simplices obtained from III and IV is also 
marked in the figure (3). Therefore we have three triangles. Summing 
the volumes of these triangles yields the volume of the polytope. 

 

 
Figure (3):  represents the partition of the polytope by 
             Cohen & Hickey's triangulation method. 

 
1.2.2 Signed decomposition method  
    In this subsection Lawrence's volume formula, which is one of the 
signed decomposition methods, is discussed. 
 
(i) Lawrence's volume formula, [13]: 
 Assume the polytope P is simple and choose a vector dC ℜ∈  and 

ℜ∈q  such that the function ℜ→ℜdf :  which is defined by           

f(X)= qXCT +  is not constant along any edge that connected the 

vertices of the polytope P and TC is the transpose of C . Let V be the set 



of vertices defining the polytope P. For each vertex Vv∈ , let vA  be the 

dd × – matrix composed by the rows of A which are binding at v. Then 

by using [13], vA  is invertible and [ ] CAT

v

v 1−=γ . The assumption 

imposed on C  assures that none of the entries of vγ  is zero. It is shown 

that  
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To illustrate this method, consider the following example. 
 

Example (1.2.4) : 
Consider the polytope P which is described by the following 

constraints 
                            01 ≤− x  

                           02 ≤− x  

                              21 ≤x  

                              22 ≤x  

                       321 ≤+ xx  

then 
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 It is easy to check that the polytope of this example is simple, 
therefore the Lawerence volume formula can be applied. Define               
a function f by 21)( xxXf −=  where )1,1( −=TC  and q = 0. Note that        

f (X) is non – constant on each edge of the polytope in the figure (4), for 
example, on edge (1) which connect 

21  and vv , 02 =x  and 1x  varies from 

0 to 2. Therefore f (X) = 
1

x  which varies from 0 to 2 which means that 

it is nonconstant on edge (1) and similarly on each edge of P. 
According to figure (4), it is seen that the set of vertices, which 
represents the polytope, is 
 )}2,0(),2,1(),1,2(),0,2(),0,0({ 54321 ===== vvvvv . 



Now, consider )0,0(1 =v , this vertex satisfies the first two constraints, 

and this implies that  
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and for )0,2(2 =v , this vertex satisfies the second and third 

constraints, that is,  
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And similarly for the other vertices we get  
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Then Lawrence's volume formula is applied to get the volume of 

P.   
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        Figure (4): represents a polytope with the vertices 

54321   ,,, vandvvvv  
 

1.3 Methods for computing integral points 
 The main objective of this section is to recall some methods for 
finding integral points of a polyhedron. In this work, we use the symbol 

dP ΖI  to denote the number of integral points in the polyhedron P, 

where dΖ  is the integer lattice and P is a rational polyhedron. These 
methods are: 
 
Method (1), [4]: 

For d = 2, 2ℜ⊂P  and P is an integral polyhedron. The famous 
formula, [42, p.240] states that  

 

          1
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+=Ζ
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PareaP  

 
That is, the number of integral points in an integral polyhedron is 

equal to the area of the polyhedron plus half the number of integral 
points on the boundary of the polyhedron plus one. This formula is 
useful because it is much more efficient than the direct enumeration of 
integral points in a polyhedron. The area of P is computed by 
triangulating the polyhedron. Furthermore, the boundary ∂P is a union 
of finitely many straight-line intervals, and counting integral points in 
intervals is easy.  
 
Method (2), [4]:  

Let dP ℜ⊂  be a polytope, then one can write the number of 
integral points in P as 
 

 



                          dP ΖI ∑
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Before we give the next method, we need the following definition. 
 

Definition (1.3.1), [2, p.61]: 
The Dedekind sum of two relatively prime positive integers a and 

b denoted by ),( baS  can be defined as follows,  
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and  x  is the greatest integer x≤ .  

 
Remarks (1.3.1): 

Dedekind sums appear in various branches of mathematics: the 
number theory, algebraic geometry and topology. These include the 
quadratic reciprocity law, random number generators [32], and lattice 
point problems [19]. More details about Dedekind sums are given in 
chapter two 

 
Now, we are in a position that we can explain the following 

method. 
 

Method (3), [4]: 
Let  3ℜ⊂∆  be the tetrahedron with vertices (0, 0, 0), (a, 0, 0),     

(0, b, 0), (0, 0, c) where a, b and c are pairwise coprime positive 
integers, then the number of integral points in ∆ can be expressed as: 
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This formula is useful because it reduces counting the number of 
integral points to a computation of Dedekind sums, which can be done 
efficiently. 
 
Method (4), [4]:  

Let dP ℜ⊂ be an integral polytope, for positive integer t, let 

tP={tX : X∈P} denote the dilated polytope P. By [42, p.238] there is        
a polynomial p(t) called the Ehrhart polynomial of P  
 
          )(tptP d =ΖI   

where  p(t) = 0

1

1 ...  atata d

d

d

d +++ −
−  

 
furthermore, 10 =a  and da  is the volume of the polytope P. 

 
 To illustrate these methods, consider the following examples.  
 
Example (1.3.1): 

Let us consider three points in two dimensions such that 
)0,0()0,1(),1,0( 321 === vandvv . Then the convex hull of 321, vandvv  

is a triangle in two dimensions.  
 

We compute the number of integral points by these methods. 
From method (1), one can have  
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PareaP  

the area of triangle, is area(P)=0.5(1)(1)=0.5 and 32 =Ζ∂ IP  which 

represents the number of integral points on the boundary of the 
triangle. 
Then the number of integral points of the triangle is  
 
               .31)3(5.05.02 =++=ΖIP  

 
In method (2), we have 
 
                2ΖIP ∑
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=
2

),(
X

PXδ  

                 1),()1,0( 11 =∈= PvthenPv δ  



                 1),()0,1( 22 =∈= PvthenPv δ  

                 1),()0,0( 33 =∈= PvthenPv δ  

 
therefore 31112 =++=ΖIP , which is the number of integral points 

for the triangle. 
 
 Form  method (4), one can have  
                                       =Ζ2

IP 112 ++ aa  

where 2a  is the volume of the polytope and 1a  is the half number of 

integral points on the boundary of the polytope. 
In this case,  

2a  = 0.5(1)(1)=0.5 

and                    2a  = 3/2 

therefore 315.15.02 =++=ΖIP . 

 
Example (1.3.1): 

Let us consider the tetrahedron 3ℜ⊂∆  with vertices (0,0,0), 
(3,0,0), (0,5,0), (0,0,7). 

 
Form method (3), the number of integral points in ∆  can be 

expressed as, 
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here a=3, b=5 and c=7. Therefore   
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After simple computation one can get, S(35,3)=-0.05555, S(21,5)=0.2, 
S(15,7)= 0.35714, 
Thus  .4035714.02.005555.0501877.15.215.173 =−−+++=ΖIP  
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Appendix 
 

Before we give the proof of the relationship between the Dedekind 
sum and the Dedekind cotangent sum, we need the following definitions 
and lemma. 
 

Definition 1  
By means of the discrete Fourier series of Saw tooth function (saw 

tooth function ((x)) is the first Bernoulli function 
( ) ( ) ZxxBxB ∈=  if 0, 11 ), and 
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Definition 2  
 For a,b,c,m,n ∈N 
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Definition 3 
 Let Naaa d ∈,,, 21 K  be relatively prime to Na ∈0  define the 

higher-dimensional Dedekind sum as 
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Note that this sum is zero if d is odd, since the cotangent is an odd 
function. 
Lemma     
 For m≥2 
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These discrete Fourier expansions can be used to rewrite the Dedekind 
Bernoulli sums in terms of the Dedekind cotangent sums. 
Corollary  
 If a, b, c ∈N are pairwise relatively rime and m, n ≥2 are integers 
with the same parity then 
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We note that the parity assumption on m and n is no restriction; since the 
sums vanish if m+n is odd it is worth mentioning that a close relative of 
these sums namely 
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Proof  
 By lemma we get 
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We use the fact that m+n=even. 
Note: 
a,b,c are relatively prime 
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Introduction 
 
 A wide variety of pure and applied mathematics involve the problem 
of counting the number of integral points inside a region in space. 
Applications range from the very pure: number theory, toric Hilbert 
functions, Kostant's partition function in representation theory, Ehrhart 
polynomial in combinatorics to the very applied: cryptography, integer 
programming, statistical contingency, mass spectroscope analysis. Perhaps 
the most basic case is when the region is a convex bounded polyhedron. 
Convex polyhedra, i.e., the intersections of a finite number of half spaces of 
the space dℜ , are important objects in various areas of mathematics and 
other disciplines as seen before. In particular, the compact ones among them 
(polytopes), which, can equivalently be defined as the convex hulls of 
finitely many points in dℜ , have been studied since ancient times, for 
example, platonic solids, diamonds, the great pyramids in Egypt etc., [27]. 
polytopes appear as building blocks of more complicated structures, e.g. in 
combinatorial, topology, numerical mathematics and computed aided 
designs. Even in physics polytopes are relevant e.g., in crystallography or 
string theory, [31]. 
 
 Probably the most important reason of the tremendous growth of 
interest in the theory of convex polyhedra in the second half of 20'th century 
was the fact that linear programming i.e., optimizing a linear function over 
the solutions of a system of linear inequalities became a wide spread tool to 
solve practical problems in industry and military. Dantzig's simplex 
algorithm, developed in the 40's of the last century, showed that geometric 
and combinatorial knowledge of polyhedra (as the domains of linear 
programming problems), is quite helpful for finding and analyzing solution 
procedures for linear programming problems, [31].         
 
 Since the interest in the theory of convex polyhedra to a large extent 
comes from algorithmic problems, it is not surprising that many algorithmic 
questions on polyhedra rose in the past, but also inherently, convex 
polyhedra (in particular: polytopes) give rise to algorithmic questions, 
because they can be treated as finite objects by definition; this makes it 
possible to investigate the smaller ones among them by computer programs 
like the polymake - system written by Gawilow and Jowing, [24]. 
 

Once chosen to exploit this possibility one immediately finds oneself 
confronted with many algorithmic challenges. 



 
 Also, the notion of the volume of a polytope is basic and intuitive; its 
computation has raised a lot of problems. In this thesis we attempt to answer 
some fundamental and practical question on volume computation of higher 
dimensional convex polytopes given by their vertices and / or facets. In 
particular, we study through extensive computational experiment typical 
behavior of the exact methods, including Delaunay and boundary 
triangulation, the triangulation scheme described by Cohen and Hickey and 
the methods presented by Lawrence, [13].  
 

This thesis consists of three chapters. 
 
In chapter one we try to give a short introduction, provide a sketch of 

what bounded polyhedron looks like and how they behave with many 
examples. Also we recall some methods for finding the number of integral 
points inside a convex polytope, [13], [25] and [4]. 

 
In chapter two we present some methods for computing the 

coefficients of Ehrhart polynomial that depend on the concepts of Dedekind 
sum and residue theorem in complex analysis. Also, a method for counting 
these coefficients is introduced. The polytope that we take are with             
V-representations, [5] and [60]. We give a method for computing the 
coefficients of the Ehrhart polynomial, 3−dc , 4−dc  until 9−dc  also we give        
a formula for the differentiation of the given method. 

 
 In chapter three, a method for finding the volume of H-representation 

of a polytope using Laрlace transform is presented and some basic concepts 
and remarks about the Birkhoff polytope and their volumes are discussed 
with their Ehrhart polynomials, [33], [11], [7], [8] and [9]. We make             
a change on the matrix, which represents the polytopes and finds a general 
formula for the number of integral points; also we make a change of matrix 
operation and study the effect of this change on the number of integral points 
of the polytopes. To the best of our knowledge, this result seems to be new. 
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      Chapter One 
Preliminaries 

 
Introduction 

Convex bounded polyhedrons are fundamental geometric objects 
that have been investigated since antiquity. The beauty of their theory is 
nowadays complemented by their importance for many other 
mathematical subjects, ranging from the integration theory, algebraic 
topology, and algebraic geometry (toric varieties) to the linear and   
combinatorial optimization. 
 
 In this chapter we try to give a short introduction and provide         
a sketch of what bounded polyhedron looks like and how they behave 
with many examples. 
 
 A convex polyhedron is an intersection of a finite number of half 
spaces of the space dℜ , and a convex polytope is a bounded convex 
polyhedron. Every convex polyhedron has two natural representations,    
a half space representation (H-representation) and a vertex representation 
(V-representation). In recent years various techniques of geometric 
computations associated with convex polyhedron have been discovered, 
see [13], [31], [16] and [17]. 
 
 Also, we recall some methods for finding the volume of a convex 
polytope and other methods for finding the number of integral points 
inside a convex polytope. 
 
 This chapter consists of three sections:  
 

In section one, some basic definitions with some useful remarks 
about representation of the polyhedron are presented. 
 

In section two, some methods for computing the volume of convex 
polytopes are given with some illustrative examples. These are classified 
into two groups: triangulation methods and signed decomposition 
methods. 
 

The triangulation methods include boundary triangulation, 
Delaunay triangulation and Cohen & Hickey's triangulation, [13]. The 
signed decomposition methods include Lawerence's method, [25]. 
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  In section three, some methods for finding the number of integral 
points of a convex polytope are discussed; these methods are 
demonstrated with some examples.     
 
1.1 Representation of a polyhedron 

The volume of a convex bounded polyhedron is not easy to 
compute and the basic methods for exact computation of this volume can 
be classified according to whether a half space representation or a vertex 
representation of it, [33]. Therefore, in this section some basic definitions 
on a convex bounded polyhedron and its representations are given. 

 
We start this section by the following definitions: 

 
Definition (1.1.1), [35, p.85]: 

Let bAX ≤  where dmA ×ℜ∈ is a given real matrix, and mb ℜ∈  is 
a known real vector. A set }:{ bAXXP d ≤ℜ∈=  is said to be                  
a polyhedron.  

 
A polyhedron P is bounded if there exists 1

+ℜ∈ω  such that 

ω≤X  for every PX ∈ , [35, p.86]. 

 
Definition (1.1.2), [35, p.85]: 

Every bounded polyhedron is said to be a polytope.  
 
Definition (1.1.3), [35, p.84]: 

Let },...,,{ 21 kxxxS =  where d

ix ℜ∈ , ki ≤≤1 , then S is said to be 

affinely independent if the unique solution of 0
1

=∑
=

i

k

i

i xa and 

0
1

=∑
=

k

i

ia  is 0=ia , for i = 1, …, k. 

 
Recall that a polyhedron P is of dimension k, denoted by dim(P)=k, 

if the maximum number of affinely independent points in P is k+1. In this 
case a polyhedron (polytope) is said to be k-polyhedron (k-polytope). On 
the other hand, a polyhedron is of a full dimensional if dim (P) = d, [35, 
P.86]. 
 
Remark (1.1.1): 
 If the polyhedron P which is defined by, }:{ bAXXP d ≤ℜ∈=  is 
not full dimensional, then at least one of the inequalities ii bXa ≤ , 
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i=1,2,…,k, is satisfied as equality by all points of P, where ia  is the i-th 
row of the matrix A and ib  are the values of the vector b, [35, p.86]. 

 
Proposition (1.1.1), [35, p.84]: 

Let }:{ bAXXP d ≤ℜ∈=  then the following statements are 
equivalent: 
(a) φ≠≤ℜ∈ }:{ bAXX d . 

(b) rank(A)=rank(A|b), 
where ,, mdm bA ℜ∈ℜ∈ ×  A|b is the augmented matrix of the system AX=b 
and rank(A|b) is the maximum number of linearly independent rows         
( columns ) of A|b. 
 

Now, if P takes the form }:{ bAXXP d ≤ℜ∈= , the pair A|b is 
said to be a half space representation or simply H-representation of P, 
where ,, mdm bA ℜ∈ℜ∈ ×  [13]. 
 
Proposition (1.1.2), [35, p.87]: 

Let }:{ bAXXP d ≤ℜ∈= be a polytope, then: 

 dim(P)+rank( ** bA )=d, 

where ** bA denotes the corresponding rows of A|b, which represent the 

equality sets of the representation A|b of  P, that is, 
}:{ ∗∗ =ℜ∈= bXAXP d , [35,p.86]. 

 
Definition (1.1.4), [4]: 
 Let }:{ bAXXP d ≤ℜ∈=  be a polyhedron. If the entries of A and 
b have integer values then this polyhedron is said to be rational 
polyhedron. 
 

Recall that for a given convex set S, a point SX ∈  is said to be 
vertex (or sometimes extreme point) if it does not lie on a line segment 
joining two other points of this set.  In this case the line joining any two 
vertices is said to be an edge [41, p.98]. 

 
It can be easily seen that any polyhedron is a convex set in dℜ . 

 
Definition (1.1.5), [38]: 

A lattice polytope in dℜ (sometimes called integral polytope) is a 
polytope whose vertices are lattice points (integral points), that is, points 
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in dΖ . If the lattice polytope is of dimension d then this polytope is said 
to be a d-dimensional lattice polytope   

 
Definition (1.1.6), [41, p.96 ]: 

Given ∑
=

=
d

i

ii bxa
1

, where ia  and b are known real constants for 

di ≤≤1 . The set of points d

iixX 1}{ == , which satisfies the above equation, 
is said to be a hyperplane. 

 
Moreover, the set of points d

iixX 1}{ ==  is called a half- space if it 

satisfies the inequality ∑
=

≥
d

i
ii bxa

1

, [36, p.413]. 

 
Definition (1.1.7), [10]: 
 Let P be a polyhedron in dℜ . For dc ℜ∈  and ℜ∈b , the inequality 

∑
=

≤
d

i

ii byc
1

 is called valid for P if it is satisfied by all points in P, where 

d

iicc 1}{ == . The faces of P are the sets of the form 

∑
=

= ==
d

i

ii

d

ii bycyYP
1

1 }:}{{I  for some valid inequality ∑
=

≤
d

i

ii byc
1

. 

 
 Recall that a face F is said to be proper if PF ≠≠φ . On the other 
hand the faces of dimension 0 and 1 are called vertices and edges 
respectively. However the faces of highest dimension are termed facets. 
 
Definition (1.1.8), [12]: 
 A polytope in dℜ  is said to be simple if there are exactly d edges 
through each vertex, and it is called simplicial if each facet contains 
exactly d vertices.  
 

It is known that a simplex in dℜ  is a d-dimensional polyhedron, 
which has exactly d+1 vertices, [23, p.37]. 
 
Definition (1.1.9), [35, p.83 ]: 
 Given a non empty set dS ℜ⊆ , a point dX ℜ∈  is a convex 
combination of points of S if there exists a finite set of points t

iix 1}{ = in S 

and t

+ℜ∈λ  with ∑
=

=
t

i

i

1

1λ  and ∑
=

=
t

i

ii xX
1

λ . 
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It is known that the convex hull of S, denoted by conv(S) is the set 
of all points that are convex combinations of all points in S. 
 

Now, if },...,,{ 10 nvvvV =  is a finite set of points in dℜ , the convex 
hull of V  denoted by conv(V) is said to be convex polytope. In this case, 
V is called vertex representation or simply V-representation of P, [13]. 

 
1.2 Some methods for the volume computation of a polytope 

As mentioned before, computing the volume of a polytope is very 
important in many real life applications, so in this section we give some 
methods for finding it. There is a comparative study of various volume 
computation algorithms for polytopes in [13]. However there is no single 
algorithm that works well for many different types of them, [22]. 

 
For simple polytopes, triangulation-based algorithms are more 

efficient and for simplicial polytopes sign-decomposition based 
algorithms are better, [13]. 
 

In this section, some methods for volume computation are given 
with different examples. 

We start this section by the following remark. 
 
Remark (1.2.1): 

All known algorithms for exact volume computation decompose    
a given polytope into simplices, and thus they all rely on the volume 
formula of a simplex which is given by the following proposition, [13]:  

 
Proposition (1.2.1), [13]: 

For a polytope represented by its vertices d

dvvv ℜ∈,...,, 10 , the 
volume of it is given by  

Vol( ),...,,( 10 dvvv∆ ) = ),...,det(
!

1
001 vvvv

d d −−  

Where ),...,,( 10 dvvv∆  denotes the simplex in dℜ  with vertices 
d

dvvv ℜ∈,...,, 10  and ),...,( 001 vvvv d −−  is dd ×  matrix whose columns 
are 001 ,..., vvvv d −− . 
 

Next, there are two types of methods for exact volume computation 
of the simple polytopes, which are discussed below: 
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I.Triangulation methods: 
In these methods one has a simple polytope P in dℜ . P is 

triangulated into simplices ),...,2,1( sii =∆  U
s

i
iP

1=

∆= . The volume of P is 

simply the sum of the volumes of the simplices. 

                   ∑
=

∆=
s

i

iVolPVol
1

)()(                                              (1.1) 

The following: boundary triangulation, Delaunay triangulation and Cohen 
& Hickey's combinatorial triangulation by dimensional recursion named, 
as triangulations method, [13]. 
 

An important difference between these methods is that the former 
two methods need only a V–representation while the last method requires 
both V- and H-representations, [13]. 
 
 Before giving the signed decomposition methods, we need the 
following definition. 
 
Definition (1.2.1): 

Let dℜ∈Ρ  be a polytope, a signed union of P means, a collection 

of polytopes d

k ℜ⊆ΡΡΡ ,...,, 21 such that U
k

i
i

1=

Ρ=Ρ , and ji ΡΡ I  is a proper 

face of iΡ and jΡ , for ji ≠ .In this case we write U
+

Ρ= iP , [30]. 

 
II. Signed decomposition methods:  

Instead of triangulating a polytope P, one can decompose P into 
signed simplices whose signed union is exactly P. More specifically, P is 
represented as a signed union of simplices i∆ , i =1, 2, …, s. This means,  
           

               U
s

i
ii

1=

∆=Ρ σ                                                             (1.2) 

 
Where iσ  is either  +1 or –1. The volume of P is, [13].   

              ∑
=

∆=
s

i

iiVolPVol
1

)()( σ  

 
1.2.1 Triangulation methods  

In this subsection we discuss briefly some of the known 
triangulation methods that compute the volume of the polytope. 
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(i) Boundary triangulation, [13]: 
In boundary triangulation, one computes the convex hull of the 

perturbed points, interpreting the result in terms of the original vertices 
leads to a triangulation of the boundary, which by linking with a fixed 
interior point yields, a triangulation of P. For the convex hull computation 
the reverse search algorithm is chosen, [3], where only the V-
representation of a polytope is required. To illustrate this method, 
consider the polytope which is represented by a set of vertices named {a, 
b, c , d} as given in figure (1). Using an interior point e where the 
boundary of a polytope is easily triangulated or already triangulated as in 
the case of simplicial polytopes. By linking a point e with the vertices a, 
b, c and d yields four triangles then, volumes of these triangles are found, 
summing all of these volumes the volume of this polytope is obtained. 

 

 
                           (a)                                       (b) 
 

Figure (1): 
            (a)  represents a polytope P. 

  (b) represents a partition of the given polytope P by using the 
boundary triangulation method.  

 
 
(ii) Delaunay triangulation, [13]: 

Before we discuss this method, some basic definitions concerning 
the Delaunay triangulation are needed. 
 
Definition (1.2.2), [22]: 

Given a set S of n distinct points in dℜ , Voronoi diagram is the 
partition of dℜ  into n polyhedron regions (denoted by S∈ρρνο ),( ). 
Each region )(ρνο  is called Voronoi cell of ρ , which is defined as set of 

points in dℜ  that are closer to ρ  than other points in S, or more precisely  

         },{)( ρρρνο −∈∀−≤−ℜ∈= •
• SqqXXX d  . 
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Definition (1.2.3), [22]: 
 Let S be a set of n points in dℜ . For each point dℜ∈ν , the nearest 
neighbor set denoted by )),(( νSnb  of ν  in S  is the set of points 

νρ −∈ S , which are closest to ν  in Euclidean distance. 
 
Definition (1.2.4), [22]: 

Let S be a set of n points in dℜ . A point dℜ∈ν is said to be             
a Voronoi vertex of S if ),( νSnb is maximal over all nearest neighbor 
sets. 
 
Definition (1.2.5), [22]: 
 Let S be a set of n points in dℜ . The convex hull of the nearest 
neighbor set of Voronoi vertex ν  denoted by )),(( νSnbconv is said to be 
a Delaunay cell of ν . 
 

The Delaunay triangulation of S is a partition of the convex hull 
conv(S) into the Delaunay cells of Voronoi vertices together with their 
faces, [22].  

 
Now we discuss the method of Delaunay triangulation method that 

requires only the V–representation of the polytope. 
 

The geometric idea behind a Delaunay triangulation of a d–
polytope is to ' lift ' it on a paraboloid in dimension d+1. The following 
construction is very important to compute the Voronoi diagram, [22]. 
 

Let S be a set of n points in dℜ . For each point dS ℜ⊆∈ρ , 

consider the hyperplane tangent to the paraboloid 22

11 ... dd xxx ++=+  in 
1+ℜd at ρ : 

This hyperplane is represented by h (ρ ) as: 

                        02 1

11

2 =+− +
==
∑∑ d

d

j

jj

d

j

j xxρρ  

where ),...,2,1( djj = ρ  are the coordinates  of ρ , for each point ρ , the 

equality in the above equation is replaced by the inequalities )(≥ , which 
yields a system of n inequalities that is denoted by 0≥− AXb . The 
polyhedron P in 1+ℜd  of all solutions X to the system of inequality is        
a lifting of the Voronoi diagram to one higher dimensional space. [13], 
shows that the underlying convex hull algorithm uses the ' beneath – 
beyond ' method.   
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Example (1.2.1): 
 Consider the set of vertices:  

)}.4,4(),4,0(),0,4(),2,1(),1,2(),0,0({ 654321 ======= ρρρρρρS  Here 
the volume of the polytope given by these vertices is to be determined. To 
do so, Delaunay triangulation is used to compute the volume of this 
polytope. 
 

First, write down the system of linear inequalities in three variables 
as explained before. That is for each 6,...,2,1, =∈ jSjρ , apply the 

inequalities: 
 

        02 3

2

1

2

1

2 ≥+−∑∑
==

xx
j

jj

j

j ρρ  

 
we get a system of six inequalities  
 

                       03 ≥x  
0245 321 ≥+−− xxx  
0425 321 ≥+−− xxx  

       0816 31 ≥+− xx  
       0816 32 ≥+− xx  

      08832 321 ≥+−− xxx . 
 

The set of solutions 3ℜ∈X  of the above inequalities represents      
a polyhedron P. By applying the cdd+ program [22], the Delaunay cells,  

),,( 531 ρρρ , ),,( 321 ρρρ , ),,( 421 ρρρ , ),,( 632 ρρρ , ),,( 642 ρρρ and ),,( 653 ρρρ are 
obtained. The cell ),,( 531 ρρρ means the triangle which is represented by 
three vertices 31, ρρ  and 5ρ , and similarly for the other cells. Therefore 
six triangles are obtained, summing the volumes of these triangles yields 
the volume of the polyhedron P is equal to 16. 
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Figure (2): represents the polyhedron P with the set of 
vertices },...,,{ 621 ρρρ and Delaunay cells. 

 
(iii) Triangulation by Cohen & Hickey, [13]: 
 This recursive scheme triangulates a d- polytope P by choosing any 
vertex Pv ∈  as an apex and connecting it with the (d-1)–dimensional 
simplices resulting from a triangulation of all facets of P not containing 
v . To be precise, denote by kθ , dk ≤≤0 , the k- dimensional faces of P, 
and let η  be a ' map ' which associates to each face one of its vertices. 

Then the pyramids with apex )( dθη and bases among the facets 1−dθ  with 
1)( −∉ dd θθη form a dissection of the polytope. 

 
Applying the scheme recursively to all 1−dθ  results in a set of 

decreasing chains of faces dd θθθθ ⊂⊂⊂⊂ −110 ... such that 1)( −∉ kk θθη  
for dk ≤≤1 . Then the set of corresponding simplices 

))(),...,(),(( 10 dθηθηθη∆ is a triangulation of P. 
 

To implement this recursive method, an extensive use of the double 
description as V-representation and H-representation is made by 
representing all faces as sets of vertices. 
 

Note that in the case of Cohen & Hickey compared to a boundary 
triangulation all simplices in the facets containing the apex v are 
eliminated and therefore the number of simplices is usually reduced. 
 
Example (1.2.2):     

Consider the polytope which is represented by set of vertices 
},,,,{ 43210 ρρρρρ  as illustrated in figure (3), let η  be the 'map' which 

assigns to each face of the polytope its vertex with the lowest number, so 

0)( ρη =P , all facets which do not contain the vertex 0ρ  are examined, 
that is, II, III and IV. The scheme of the Cohen and Hickey is applied to 
facet II with 1)( ρη =II . II is intersected with all facets not containing the 
vertex 1ρ , these are III, IV and V. The intersections with IV and V are 
empty, so this recursion is unsuccessful. The intersection with III yields 
the vertex 2ρ , and the fixed vertices 10, ρρ , 2ρ  forms a first simplex. The 
other simplices obtained from III and IV is also marked in the figure (3). 
Therefore we have three triangles. Summing the volumes of these 
triangles yields the volume of the polytope. 
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Figure (3):  represents the partition of the polytope by 
             Cohen & Hickey's triangulation method. 

 
1.2.2 Signed decomposition method  
    In this subsection Lawrence's volume formula, which is one of the 
signed decomposition methods, is discussed. 
 
(i) Lawrence's volume formula, [13]: 
 Assume the polytope P is simple and choose a vector dC ℜ∈  and 

ℜ∈q  such that the function ℜ→ℜdf :  which is defined by           

f(X)= qXCT +  is not constant along any edge that connected the vertices 
of the polytope P and TC is the transpose of C . Let V be the set of 
vertices defining the polytope P. For each vertex Vv ∈ , let vA  be the 

dd × – matrix composed by the rows of A which are binding at v. Then 
by using [13], vA  is invertible and [ ] CAT

v

v 1−=γ . The assumption imposed 

on C  assures that none of the entries of vγ  is zero. It is shown that  

                              ∑
∏∈

=

+=
Vv

d

i

v

iv

dT

Ad

qvC
PVol

1

det!

)(
)(

γ 
  

To illustrate this method, consider the following example. 
 

Example (1.2.4) : 
Consider the polytope P which is described by the following 

constraints 
                            01 ≤− x  
                           02 ≤− x  
                              21 ≤x  
                              22 ≤x  
                       321 ≤+ xx  
then 
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





















−
−

=

11

10

01

10

01

A , 







=

2

1

x

x
X  and 























=

3

2

2

0

0

b  

 It is easy to check that the polytope of this example is simple, 
therefore the Lawerence volume formula can be applied. Define               
a function f by 21)( xxXf −=  where )1,1( −=TC  and q = 0. Note that        
f (X) is non – constant on each edge of the polytope in the figure (4), for 
example, on edge (1) which connect 

21  and vv , 02 =x  and 1x  varies from 

0 to 2. Therefore f (X) = 
1

x  which varies from 0 to 2 which means that it 
is nonconstant on edge (1) and similarly on each edge of P. According to 
figure (4), it is seen that the set of vertices, which represents the polytope, 
is 
 )}2,0(),2,1(),1,2(),0,2(),0,0({ 54321 ===== vvvvv . 

Now, consider )0,0(1 =v , this vertex satisfies the first two constraints, 
and this implies that  
 










−
−

=
10

01
1v

A  , hence 1det
1

=vA  and [ ] 







= −

2

11

1

1

c

c
AT

v

vγ  








−
=









−








−
−

=
1

1

1

1
 

10

01
1vγ                   

 
and for )0,2(2 =v , this vertex satisfies the second and third constraints, 
that is,  
 

        








−
=

10

01
2vA  , 1det

2
=

v
A  And [ ] 







=








−
= −

1

1

1

11

2

2 T

v

v Aγ  

 
And similarly for the other vertices we get  
 

          








−
=

1

2
3vγ , 







−
=

1

2
4vγ  And 









−
−

=
1

1
5vγ  

 
Then Lawrence's volume formula is applied to get the volume of P.   
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                       ∑
∏∈

=

=
Vv

i

v

iv

T

A

vC
PVol 2

1

2

det !2

)(
)(

γ
 

                   
( ) ( )

)1)(1)(1(!2

2

)1)(2)(1(!2

1

)1)(2)(1(!2

1

)1)(1)(1(!2

2

)1)(1)(1(!2

0 22222

−−
−+

−
−+

−
++

−
=         

2

1
32414120 =+−+−++= )/()/(           . 

 
 
                       
 
 
 
 
 
 
        Figure (4): represents a polytope with the vertices 54321   ,,, vandvvvv  
 
1.3 Methods for computing integral points 
 The main objective of this section is to recall some methods for 
finding integral points of a polyhedron. In this work, we use the symbol 

dP ΖI  to denote the number of integral points in the polyhedron P, 

where dΖ  is the integer lattice and P is a rational polyhedron. These 
methods are: 
 
Method (1), [4]: 

For d = 2, 2ℜ⊂P  and P is an integral polyhedron. The famous 
formula, [42, p.240] states that  

 

          1
2

)(
2

2 +
Ζ∂

+=Ζ
I

I
P

PareaP  

 
That is, the number of integral points in an integral polyhedron is 

equal to the area of the polyhedron plus half the number of integral points 
on the boundary of the polyhedron plus one. This formula is useful 
because it is much more efficient than the direct enumeration of integral 
points in a polyhedron. The area of P is computed by triangulating the 
polyhedron. Furthermore, the boundary ∂P is a union of finitely many 
straight-line intervals, and counting integral points in intervals is easy.  
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Method (2), [4]:  

Let dP ℜ⊂  be a polytope, then one can write the number of 
integral points in P as 
 
                          dP ΖI ∑

Ζ∈

=
dX

PX ),(δ  

 where                




∉
∈

=
PXif

PXif
PX

0

1
),(δ  

 
Before we give the next method, we need the following definition. 
 

Definition (1.3.1), [2, p.61]: 
The Dedekind sum of two relatively prime positive integers a and b 

denoted by ),( baS  can be defined as follows,  

             ∑
=
































=
b

i b

ai

b

i
baS

1

),(   

where 

              







Ζ∈

Ζ∉−−=
xif

xifxxx
0

2

1
))((  

and  x  is the greatest integer x≤ .  
 
Remarks (1.3.1): 

Dedekind sums appear in various branches of mathematics: the 
number theory, algebraic geometry and topology. These include the 
quadratic reciprocity law, random number generators [32], and lattice 
point problems [19]. More details about Dedekind sums are given in 
chapter two 

 
Now, we are in a position that we can explain the following 

method. 
 

Method (3), [4]: 
Let  3ℜ⊂∆  be the tetrahedron with vertices (0, 0, 0), (a, 0, 0),     

(0, b, 0), (0, 0, c) where a, b and c are pairwise coprime positive integers, 
then the number of integral points in ∆ can be expressed as: 
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),(),(               

),()
1

(
12

1

46
3

cabSbacS

abcS
abcc

ab

a

bc

b

accbabcacababc
P

−

−−++++++++++=ΖI

 
This formula is useful because it reduces counting the number of 

integral points to a computation of Dedekind sums, which can be done 
efficiently. 
 
Method (4), [4]:  

Let dP ℜ⊂ be an integral polytope, for positive integer t, let 
tP={tX : X∈P} denote the dilated polytope P. By [42, p.238] there is        
a polynomial p(t) called the Ehrhart polynomial of P  
 
          )(tptP d =ΖI   

where  p(t) = 0

1

1 ...  atata d

d

d

d +++ −
−  

 
furthermore, 10 =a  and da  is the volume of the polytope P. 
 
 To illustrate these methods, consider the following examples.  
 
Example (1.3.1): 

Let us consider three points in two dimensions such that 
)0,0()0,1(),1,0( 321 === vandvv . Then the convex hull of 321, vandvv  

is a triangle in two dimensions.  
 

We compute the number of integral points by these methods. 
From method (1), one can have  

 

1
2

)(
2

2 +
Ζ∂

+=Ζ
I

I
P

PareaP  

the area of triangle, is area(P)=0.5(1)(1)=0.5 and 32 =Ζ∂ IP  which 

represents the number of integral points on the boundary of the triangle. 
Then the number of integral points of the triangle is  
 
               .31)3(5.05.02 =++=ΖIP  

 
In method (2), we have 
 
                2ΖIP ∑

Ζ∈

=
2

),(
X

PXδ  
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                 1),()1,0( 11 =∈= PvthenPv δ  

                 1),()0,1( 22 =∈= PvthenPv δ  

                 1),()0,0( 33 =∈= PvthenPv δ  
 
therefore 31112 =++=ΖIP , which is the number of integral points for 

the triangle. 
 
 Form  method (4), one can have  
                                       =Ζ2

IP 112 ++ aa  

where 2a  is the volume of the polytope and 1a  is the half number of 
integral points on the boundary of the polytope. 
In this case,  

2a  = 0.5(1)(1)=0.5 
and                    2a  = 3/2 

therefore 315.15.02 =++=ΖIP . 

 
Example (1.3.1): 

Let us consider the tetrahedron 3ℜ⊂∆  with vertices (0,0,0), 
(3,0,0), (0,5,0), (0,0,7). 

 
Form method (3), the number of integral points in ∆  can be 

expressed as, 
  

),(),(),(

)
1

(
12

1

46
3

cabSbacSabcS
abcc

ab

a

bc

b

accbabcacababc
P

−−−

++++++++++=ΖI
  

      
here a=3, b=5 and c=7. Therefore   

)7,15()5,21(

)3,35()
105

1

7

15

3

35

5

21
(

12

1

4

753352115

6

1053

SS

SP

−−

−++++++++++=ΖI

 
After simple computation one can get, S(35,3)=-0.05555, S(21,5)=0.2, 
S(15,7)= 0.35714, 
Thus  .4035714.02.005555.0501877.15.215.173 =−−+++=ΖIP  

 
  



Chapter Two  
Computing the Volume and Integral Points of V-

Representation of a Polytope Using Ehrhart 
Polynomial  

 
Introduction 
 As was shown in chapter one, the Ehrhart polynomial of a convex 
lattice polytope counts the number of integral points in an integral dilate 
of the polytope. E. Ehrhart proved that the function which counts the 
number of lattice points that lie inside the dilated polytope tP is                
a polynomial in t and it is denoted by L(P,t), which is the cardinal of 

)( dtP ΖI where dΖ  is the integer lattice in dℜ , [4]. Many of Ehrhart's 
valuable results are unknown by mathematician and computer science 
community at this time, since many of these results have been published 
in local reports and in French language, [4]. 
 

In this chapter we present some methods for computing the 
coefficients of Ehrhart polynomial that depend on the concepts of 
Dedekind sum and residue theorem in complex analysis. Also, a method 
for computing the coefficients of the Ehrhart polynomial is introduced 
with general formula that counts the derivatives in the introduced method. 
For our knowledge this method seems to be new. The polytopes that we 
take are with V – representations.  

 
This chapter consists of six sections. In section one, some basic 

definitions and remarks concerning the Ehrhart polynomial are given. 
Section two gives a method for finding the Ehrhart polynomial of the 
polytope using the formula of the Dedekind sum. Another method for 
finding the Ehrhart polynomial using residue theorem in complex 
analysis is presented in section three. In section four the Ehrhart 
coefficients are computed and in section five, we give a method for 

computing 3−dc , 4−dc  until 9−dc  of the Ehrhart polynomial, the general 
formula for the differentiation is given in section six. 
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2.1 Basic concepts about Ehrhart polynomials 
 As seen before, the Ehrhart polynomial is very important in many 
fields of mathematics. Therefore some methods for finding the 
coefficients of this polynomial are to be listed. To do so, some basic 
definitions, theorems and remarks are given in this section. 
 We start this section by the following definitions 
 
Definition (2.1.1), [19]: 
 Let dℜ⊂Ρ be a lattice d-polytope. For +Ζ∈t , the set             
tP={tX : X ∈P} is said to be the dialeted polytope. 
 
 The definition of the Ehrhart polynomial is given below 
 
Definition (2.1.2), [42, p.235 ]: 

Let dℜ⊂Ρ be a lattice d-polytope. Define a map Ν→Ν:L  by 

L(P,t) = card(tP dΖI ), where 'card' means the cardinality of (tPdΖI ) and 
N is the set of natural numbers. It is seen that L(P,t) can be represented 

as: L(P,t) =1+∑
=

d

i

i
itc

1

, this polynomial is said to be the Ehrhart polynomial 

of a lattice d-polytope P. 
 

Remark (2.1.1): 
Let 2ℜ⊂Ρ be a lattice 2-polytope, the Ehrhart polynomial of P is 

given by   

                          L (P,t) = 1
2

12 +Β+Α tt  

where A is the area of the polytope and B is the number of lattice points 
on the boundary of P, [28]. 
 
Theorem (2.1.1), [8]: 
 Let dℜ⊂Ρ be a lattice d-polytope, with the Ehrhart polynomial     

L(P,t) =∑
=

d

i

i

itc
0

. Then dc  is the volume of P, while the constant term is 

one, which is equal to the Euler characteristic of P. 
 

The other coefficients of L(P,t) are not easily accessible. In fact,     
a method of computing these coefficients was unknown until quite 
recently, [4], [12] and [19].    
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Before we give the next theorems, we need the following 
definitions: 

 
Definition (2.1.3), [35, p.86]:  
 Let P be a polytope which is defined by }:{ bAXXP d ≤ℜ∈= , 

X∈Ρ is said to be an interior point of Ρ if ii bXa <  for i=1,2,…,m. , where 

ia  is the i-th row of the matrix A, ib is the i-th row of the vector b and 
m<d. 
 
Definition (2.1.4), [42, p.18]: 
 Let k and j be two given positive integer and c(k,j) is the number of 
permutations ),...,( 1 kcc=π  with exactly j cycles. Then the Stirling 
numbers of the first kind of k and j, denoted by S1(k,j), are defined as 

),()1(),(1 jkcjkS jk−−= , and c(k,j) can be found from the recurrence 

relation c(k,j)=(k-1)c(k-1,j)+c(k-1,j), k,j ≥1,  
 

Theorem(2.1.2),(The reciprocity theorem for Ehrhart polynomial), [42 
,p.238], [19]: 

The function L(P,t) satisfies the reciprocity law: 
 

L (P,-t) = (-1) Pdim L(P o ,t) 
 
where Po is the interior of P and t is an integer. 
 
Remark (2.1.2): 
 From theorem (2.1.2) the study of the polytope Po is essentially 
equivalent to the study of the polytope P, where Po is the interior of P. 
 

A linear relation satisfied by the coefficients of all Ehrhart 
polynomials is established by [8] which is a continuation of the 
pioneering work of [Stanley,1980,1991; Betke&Mcmullen, 1985; 
Hibi,1995] in [8]  who established several relations of linear inequalities 
for the coefficients and are given in the following theorems. 
 
Theorem (2.1.3), [8]: 
 Let dℜ⊂Ρ  be a lattice d-polytope with the Ehrhart polynomial 

L(P,t)= ∑
=

+
d

i

i

itc
1

1  then, 
)!1(

)1,(
)1(),()1( 11

1 −
+−+−≤ −−−

d

rdS
crdSc rd

d

rd

r  for 

r=1,2,…, d-1, where S1(k, j) denotes the Stirling numbers of the first kind 
of k and j. 
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Theorem (2.1.4), [8]: 
Let dℜ⊂Ρ  be a lattice d-polytope with the Ehrhart polynomial 

L(P,t)= ∑
=

+
d

i

i

itc
1

1 . Then the following inequalities are valid:  

                        
!

1

d
cd ≥  

                        
)!1(2

1
1 −

+≥− d

d
cd   

                        ∑
=

− ≥−
d

i
i

id c
0

0)1( . 

 

2.2 Counting integral points using Dedekind sums 
 In this section we describe the relation between the Dedekind sum 
and the Ehrhart polynomial of a polytope and discussed a theorem that 
counts the number of integral points in a polytope. 
 
 This section starts by some basic definitions and remarks that are 
useful to discuss the method for counting the integral points of                  
a polytope. 
 

Recall that the Dedekind sum of two relatively prime positive 
integers a and b, denoted by S(a,b), is defined as 

             ∑
=

=
b

i b

ai

b

i
baS

1

))))((((),(   

 

where   







Ζ∈

Ζ∉−−=
xif

xifxxx
0

2

1
))((  

 
and  x  is the greatest integer x≤ .  
 
Remark(2.2.1): 
 The discrete Fourier expansions can be used to rewrite the 
Dedekind sum in terms of the Dedekind cotangent sum, that is, for two 
relatively prime positive integers a and b: 

               ∑=
−

=

1

1
)cot()cot(

4

1
),(

b

k b

k

b

ka

b
baS

ππ  

where S(a,b) is  the Dedekind sum of a and b, [2, p. 72]. 
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Theorem (2.2.1), [5]: 
 Let P denote the simplex in dℜ  with the vertices (0,0,…,0), 
( 1a ,0,…,0),(0, 2a ,0,…,0),…,(0,…,0, da ), where Ν∈daa ,...,1 are relatively 

prime. Denote the corresponding Ehrhart polynomial by ∑
=

=
d

j

j

jtctPL
0

),( . 

Then mc  is the coefficient of )1( +− ms in the Laurent series at s = 0 of  








 ++









++








++








++∑

=
−

+

))(coth(1

))(coth(1...))(coth(1))(coth(1
2! 1 21

1

irs

irs
a

irs
a

irs
am dr

md

m

ρ
π

πππ
ρ

π ρ

 

where daa ...1=ρ .  
 
Definition (2.2.2) [34, p. 29]: 
 Let K be a closed bounded convex set in dℜ . Then a hyperplane H 
of dℜ  is said to support K if φ≠KH I , and K is contained in one of 
the closed half - spaces determined by H. 
 
Theorem (2.2.2), (Dedekind's reciprocity law), [5]: 
 For two relatively prime positive integers a and b 
 








 +++−=+
a

b

abb

a
abSbaS

1

12

1

4

1
),(),(   (2.1)   

            
Proof: 
 Let P denote a simplex in 2ℜ  with the vertices (0,0), (a,0), (0,b), 
where a, b∈N are relatively prime. From theorem (2.2.1), 0c  is the 

coefficient of 1−s  in the Laurent series at s = 0 of  








 ++






 ++






 ++∑
=

))(coth(1))(coth(1))(coth(1
4 1

irs
ab

irs
b

irs
aab

ab

r

ππππ  

 (2.2) 
           
The Laurent series of each factor depends on r: that is for any Ν∈c , we 

write the series of ))(coth1( irs
c

++ π  such that c divides r or not.  

To illustrate this, we consider these two cases: 
 
First case: if c divides r, then there exists an integer m such that r = mc 
therefore, 
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( ) 






+=














 ++=






 ++
c

s
mi

c

s
irs

c

πππ
coth1coth1coth1  

it is known that, Laurent series of coth(z) about z = 0 is: 

π<+++−+= z
z

z

n

B
zz

z
z

n

n ...,
)2(

)!2(
...

45

1

3

11
)coth(

2

23  

where the sBn ' are Bernoulli numbers that are defined by the following 
steps: 

Step (1): Expand 
1

1

−Ze
 as 

                          12

0

122

11

1

1 +
∞

=
+∑+−=

−
i

i

iZ
zA

ze
 

where ,...
30240

1
,

720

1
,

12

1
531 =−== AAA  

Step (2): Define, the n-th Bernoulli number nB  by, [29, p.6] 

11 =B , 
)!2(

)1( 21

12 n

B
A nn

n

−
− −=  and  012 =+nB   for  n=1,2,… 

 

 By replacing z by 
c

sπ
 in coth(z) we get  

1),(
3

)coth( 3 <Ο++=
c

s
ss

cs

c

c

s π
π

π  

Let )(
3

1)coth(1 31 ss
c

s
c

c

s
Sc Ο+++=+= − π

π
π . 

Second case: assume that c does not divide r.   
 

Let ))(coth1()( irs
c

sf ++= π  

then )coth(1)0(
c

ri
f

π+=  

also   








 +π







 +ππ=′ )(coth)(csc)( irs
c

irs
c

h
c

sf  then 

).coth()(csc)0(
c

ir

c

ir
h

c
f

πππ=′  

Therefore, the Maclaurin series of f(s) takes the form 

 =cR )()coth(1 s
c

ri Ο++ π . 

Therefore, from the above one can get  
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 If c|r then )(
3

1 31 ss
c

s
c

Sc Ο+++= − π
π

 and 

If  c ∤ r then )()coth(1 s
c

ri
Rc Ο++= π

 

Introduce the notation  
 

χ =
c





r  cif0

r  cif1
     

so ))(coth1( irs
c

++ π  can be written as  

)1(RS)irs(
c

coth1 cccc χχπ −+=






 ++  and (2.2) becomes 

( )∑
=

−+−+−+
ab

r
ababababbbbbaaaa RSRSRS

ab 1

))1())(1())(1((
4

χχχχχχπ  

  
Expand this into eight terms, which are 
 

(

))1)(1)(1()1)(1( )1(           

)1( )1()1)(1(            

)1()1(
4 1

babaabbabaabababab

aaabbbaaababbbbababbaa

ab

r
bbababaaababbbaaababbbaa

RRRRRS

RRSRSSRRS

RSSRSSSSS
ab

χχχχχχχ
χχχχχχχχ

χχχχχχχχχπ

−−−+−−+−
−+−+−−

+−+−+∑
=

  

 
and consider each term according to the number of cS  factors 
 
1. Terms with one cS  factor are 

)()1()1()1( abaabbaababbaabbaababbbaa RRSRRSRRS χχχχχχχχχ −=+−−=−−                
 (2.3) 
  
and similarly  
 

)()1()1( abbababababaabb RRSRRS χχχχχ −=−−    (2.4) 

 
The term with abS  is zero (note that ababbaba χχχχχ == and 

abba
χχχ = ). 

 
To compute the contribution of (2.3) we need the support 

of aba χχ −  in {1,2, …, ab} which  is }1bk1ka{ −≤≤•
• ; 

thus its contribution to (2.2) is, 
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))coth(1))(coth(1(
4

1

1
∑

−

=

++
b

r ab

ika

b

ikaa

ab

ππ
π

π  

 

))cot(1))(cot(1(
4

1 1

1
∑

−

=

−−=
b

r b

k
i

b

ka
i

b

ππ  
















−






−+






















−= ∑
−

= b

k
cot

b

ka
coti

b

k
cot

b

ka
cot1

b4

1 1b

1r

ππππ  

The imaginary part in the preceding sum is zero, because the 
original generating function is real. The obtained result is  

 

),(
4

1

4

1
baS

b
−− . 

Similarly (2.4) gives a contribution of ),(
4

1

4

1
abS

a
−− . 

2. There are no terms with two cS  factors, 
 

0)1()1( =−=− abababbaababbbaa RSSRSS χχχχχ    
 
and 
 

0)1()1( =−=− bababbaababbbaa SRSSRS χχχχχ  
 
3. Finally, the term ababbaababbbaa SSSSSS χχχχ =  has a support {ab}, and 
gives a contribution of  
 

)
333

(
4 πππ

π
ππ

π
ππ

π
ππ

π abba

a

abb

a

aba

ab

ba

ab
+++++  

 

).1
11

(
4

1
)

1
(

12

1 +++++=
aba

b

b

a

ab
 

 
Adding all contributions, with the fact that 0c  is the coefficient of 1−s  in 
the Laurent series at s = 0 of (2.2) and 10 =c , [42, p.235] we get  
 

),(),()
1

(
12

1

4

3
1 abSbaS

a

b

b

a

ab
−−+++=  

 
Then 
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)
1

(
12

1

4

1
),(),(

a

b

abb

a
abSbaS +++−=+  

 
which is the Dedekind reciprocity law.■ 
 
2.3 Counting integral points using the residue theorem 
 This section is concerned with a method given in [6] to count the 
integral points of a given polytope by means of the residue theorem. 

 
To do so, let dd ℜ⊂Ζ  be a d–dimensional integer lattice, so the 

polytope oP is defined as 








><ℜ∈= ∑
=

01:),...,(
1

1 k

d

k k

kd

d xand
a

x
xxPo , with 

vertices )a,0,...,0(),...,0,...,0,a,0(),0,...,0,a(),0,...,0,0( d21 , where d21 a,...,a,a  
are positive integers. 

 
Recall that for Ν∈t , L(P,t)  is the number of integral points in the 

dilated polytope tP. 
 
Let us use the notation: d21 a...aaA = , dk21k a...â...aaA =  (where kâ  

means the factor ka  is omitted). Then L(P,t) can be written as, 













≥≤∈= ∑
=

0mallandt
a

m
:)m...,m,m(card)t,P(L k

d

1k k

kd
d21 Ζ . 

Thus 
 

t
a...aa

)a...aa(m...)a...aa(m)a...aa(m

d21

1d21dd312d321 ≤+++ −  

In other words,  

t
A

AmAmAm dd ≤+++ ...2211  

Therefore,  

AtAm
d

k
kk ≤∑

=1

 

 
Hence, there exists a non negative real number m such that  
 

0m,m,AtmAm k

d

1k
kk ≥=+∑

=
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Therefore, by using [6] one can get,  
 

















=+∈= ∑
=

≥

+   tAmAm:)m,m,...,m(card)t,P(L
d

1k
0m,km

kk

1d

d1 Ζ
 

L(P,t) can be interpreted as the Taylor coefficient of tAΖ  for the function  

.
1

1

1

1
...

1

1

1

1

...)1...)(1...)...(1...)(1(

...

21

2211

2

22

1

11

2222

0000

Ζ−Ζ−Ζ−Ζ−
=

+Ζ+Ζ++Ζ+Ζ++Ζ+Ζ++Ζ+Ζ+=











Ζ⋅ΖΖ⋅Ζ ∑∑∑∑

====

d

dd

d

dd

AAA

AAAAAA

m

m

m

Am

m

Am

m

Am

 
Equivalently  
 








 =Ζ
Ζ−Ζ−Ζ−Ζ−

Ζ=
−−

0,
)1)(1)...(1)(1(

Re),(
21

1

dAAA

tA

stPL  

 

           













=Ζ

Ζ−Ζ−Ζ−Ζ−
Ζ+Ζ−Ζ

=
−−

0,
)1)(1)...(1)(1(

11
Re

21

1

dAAA

tA

s  

 

          +







Ζ−Ζ−Ζ−Ζ−
Ζ−Ζ

=
−−

)1)(1)...(1)(1(

1
Re

21

1

dAAA

tA

s  

                     






=Ζ

Ζ−Ζ−Ζ−Ζ−
Ζ 0,

)1)(1)...(1)(1(

1

21 dAAA
 

 

          +







=Ζ

ΖΖ−Ζ−Ζ−Ζ−
−Ζ=

−

0,
)1)(1)...(1)(1(

1
Re

21 dAAA

tA

s  

 

             







=Ζ

ΖΖ−Ζ−Ζ−Ζ−
0,

)1)(1)...(1)(1(

1
Re

21 dAAA
s  

then  
 

),( tPL 10,
)1)(1)...(1)(1(

1
Re

21
+






 =Ζ
ΖΖ−Ζ−Ζ−Ζ−

−Ζ=
−

dAAA

tA

s  (2.5) 
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Let  
ΖΖ−Ζ−Ζ−Ζ−

−Ζ=Ζ
−

− )1)(1)...(1)(1(

1
)(

21 dAAA

tA

tf  

 
Expression (2.5) counts the number of lattice points in tP. Therefore we 
need to compute the residue of )(Ζ−tf  at Z=0 and use the residue 
theorem for the sphere }{∞UC . In this notation,   
 

1)0),((Re),( +=ΖΖ= −tfstPL  (2.6) 

Let }djk1 ,1 :}1{\C{ jkaa

A

≤<≤=∈= ΖΖΩ  
 
The roots of )(Ζ−tf  of unity in Ω, 0 and 1 are the only poles of )(Ζ−tf  
Now, by [21, p. 273] one can get  
 








 =Ζ
Ζ

=∞=ΖΖ −− 0),
1

(Re)),((Re tt fsfs . Therefore,  

 

)1)(1)...(1(

)1(
)

1
(

1

21 1...

−Ζ−Ζ−Ζ
Ζ−Ζ=

++++

− d

d

AA

AAAtA

t z
f  

 

then, 0)0,
1

(Re =






 =Ζ
Ζ−tfs . 

 
The following lemma is needed for proving the next theorem. 

 
Lemma (2.3.1), [20, p.204]: 

The sum of the residues of a rational function at all the poles in the 
finite plane, together with the residue at infinity, is zero. 

 
This theorem appears in [6] without a proof. Here, we prove it for 

the sake of completeness. 
 

Theorem (2.3.1), [6]: 
 Let P be a polytope defined as  









>≤ℜ∈= ∑
=

01:),...,(
1

1 k

d

k k

kd

d xand
a

x
xxP ,                                     (2.7) 

 with vertices )0,...,0,a(),0,...,0,0( 1 , ),0,...,0(),...,0,...,0,,0( 2 daa ,where  
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daa ,...,1  are positive integers, and )(Ζ−tf  and Ω are defined as 

ΖΖ−Ζ−Ζ−Ζ−
−Ζ=Ζ

−

− )1)(1)...(1)(1(
1

)(
21 dAAA

tA

tf ,  

and  

}djk1 ,1  :}1{\C{ jkaa

A

≤<≤=∈= ΖΖΩ , then  
 

             )),((Re)1),((Re1),( ∑
Ω∈

−− =ΖΖ−=ΖΖ−=
λ

λtt fsfstPL . 

Proof:  
Using lemma (2.3.1), the poles of )(Ζ−tf  are at 1, 0  and the roots 

of unity therefore,  

0)),((Re

)),((Re)1),((Re)0),((Re

=∞=ΖΖ+

=ΖΖ+=ΖΖ+=ΖΖ

−

Ω∈
−−− ∑

t

ttt

fs

fsfsfs
λ

λ
 

 
So )),((Re)1),((Re)0),((Re ∑

Ω∈
−−− =ΖΖ−=ΖΖ−==ΖΖ

λ

λttt fsfsfs  

After substations the results in (2.6), we get  
 

)),((Re)1),((Re1),( ∑
Ω∈

−− =ΖΖ−=ΖΖ−=
λ

λtt fsfstPL . ■ 

 
Theorem(2.3.2), [6]: 

Let P be a lattice d-polytope given by expression (2.7). Then, the 
function L(P,t) is a polynomial in t. 
 
Proof: 
 Let Ω∈λ  be a B-th root of unity, where B is the product of some  
of the sak ' . Express tA−Ζ  in terms of its power series about λ=Ζ . The 

coefficients of this power series involve various derivatives of tA−Ζ , 
evaluated at λ=Ζ . Introduce a change of variable:  

( )ωωΖ logB/1expB
1

== . A suitable branch of the logarithm is chosen 
such that ( ) λ=)1log(B/1exp . The terms depending on t in the power 

series of tA−Ζ  consist therefore the derivatives of the function B
tA−

Ζ , 
evaluated at z=1. For this, the coefficients of the power series of tA−Ζ  are 
polynomials in t. The fact that L(P,t) is simply the sum of all these 
residues, L(P,t) is a polynomial in t. ■  
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2.4 The Ehrhart coefficients 
 In this section, some details for deriving formula of Ehrhart 
coefficients are given. For each coefficient of the Ehrhart polynomial  
 

0

1

1 ...),( ctctctPL d

d

d

d +++= −
− . 

 
 A formula for finding these coefficients can be derived with           
a small modification of )(Ζtf . 
 

Consider the function, 
 

ΖΖ−Ζ−Ζ−Ζ−
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−

)1)(1)...(1)(1(

)1(
)(

21 dAAA

ktA
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=
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)1(

)(
21

)(

0
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If 0)1(
0

=−







−∑

=

j
k

j j

k  is inserted in the numerator of the above equation, we 

get  
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−



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
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
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=Ζ
∑∑

=

−−

=

)1)(1)...(1)(1(

)1()1(

)(
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0

)(

0

dAAA

k

j

jjjktA
k

j

k

j

k

j

k
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∑
−

=
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 Recall that, 1)0  ),(f(sRe)t,P(L t +== − ΖΖ , using this relation, we 
obtain, 
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
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=
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
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
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j
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                          ∑ ∑
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=

−

=
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




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∑
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
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

=Ζ
1

0
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k

j
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k tjkPL
j

k
g  . 

 
The following lemma is needed to derive the formula of the 

coefficients of the Ehrhart polynomial. But, before that we give the 
definition of   the Stirling number of the second kind and its properties.  

 
Definition(2.4.1), [42, p. 33]: 
 The Stirling number of the second kind ),(2 kmS  is defined as, the 
number of partitions of an m –set into k – blocks. 
 

The following properties of ),(2 kmS  are known, [42, p. 33-35].  
 

  0),(2 =kmS      if  k > m                                                         (2.8) 
  1)1,(2 =mS                                                                              (2.9) 
  1),(2 =mmS                                                                            (2.10) 

∑
=

−−






=
k

j

mjk j
j

k

k
kmS

0

2 )1(
!

1
),(                                                      (2.11) 

)1,1(),1(),( 222 −−+−= kdSkdkSkmS                                   
 
Lemma(2.4.1), [6]: 

Suppose that 0

1

1 ...),( ctctctPL d

d

d

d +++= −
− , then for dk ≤≤1  

∑
=

==
d

km

m
m2k tc)k,m(S!k)0),(g(sRe ΖΖ  

where ),(2 kmS  denotes the Stirling number of the second kind of m and k 

and 0c =1.  
 
Proof: 

Suppose that 

  ∑ ∑
−

= =

=−−






1

0 0
,))(,()1(

k

j

d

m

m
mk

j tbtjkPL
j

k                                         (2.12)                                  
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So that for m > 0, 
 

∑ ∑
−

= =

−−







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


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
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m
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j

mk j
j

k
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j

k
b                         

 
using the identity (2.11) of the Stirling number 
 
so ),(! 2, kmSkcb mmk =  for m > 0. 

and by formula (2.8), we conclude that 0, =mkb  for km <≤1 . The 

constant term in formula (2.12) is  

∑
−

=

−−=−





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1

0

000, )1()1(
k

j
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j

k
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Therefore,  
 

        ∑ ∑
−

= =
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





1

0 0
2 ),(!))(,()1(

k

j

d

m

m
m
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j
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                                               ∑
=
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d
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m tkmSck )1(),(! 2
 

Then,  
 

∑ ∑
−

= =

=−+−−






1

0
2 ),(!)1())(,()1(

k
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d

km

m
m

kj tkmScktjkPL
j
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Therefore,  

∑
=

==ΖΖ
d

km

m

mk tckmSkgs ),(!)0),((Re 2
. ■ 

 
The following theorem appears in [6] without proof. Here we prove 

it for the sake of completeness. 
 
Theorem (2.4.1), [6]: 

Let P be a lattice d-polytope given by expression (2.7), with the 
Ehrhart polynomial 0

1

1 ...),( ctctctPL d

d

d

d +++= −
− , then for dk ≤≤1  

))),((Re)1),(((Re
!

1
),(2 λ

λ
∑∑

Ω∈=

=ΖΖ+=ΖΖ−=
k

kk

d

km

m

m gsgs
k

tckmS  
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where }dj...jj1 ,1 :}1{\C{ 1k21

a...a

A

k
1kj1j ≤<<<≤=∈= +

+ΖΖΩ  
 
Proof: 

Since )0,)()1((Re)0),((Re
1

0
)( =ΖΖ−








==ΖΖ ∑

−

=
−−

k

j
jkt

j
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j

k
sgs  

and from 

∑
Ω∈

−−− =ΖΖ−=ΖΖ−==ΖΖ
λ

λ)),((Re)1),((Re)0),((Re ttt fsfsfs  

therefore, 
 

∑
Ω∈

−−−−−− =ΖΖ−=ΖΖ−==ΖΖ
λ

λ)),((Re)1),((Re)0),((Re )()()( jktjktjkt fsfsfs

 
Now  
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0
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∑

Ω∈λ

λ=ΖΖ−=ΖΖ−==ΖΖ )),((Re)1),((Re)0),((Re kkk gsgsgs  

By using lemma(2.4.1) we get  
 

))),((Re)1),(((Re
!

1
),(2 λ

λ
∑∑

Ω∈=

=ΖΖ+=ΖΖ−=
k

kk

d

km

m

m gsgs
k

tckmS . ■ 

 
The following corollary appears in [6] without proof. Here we prove 

it for the sake of completeness. 
 

Corollary (2.4.1), [6]:  
For m > 0, mc  is the coefficient of mt in 

 

))),((Re)1),(((Re
!

1 λ=ΖΖ+=ΖΖ−
∑

Ω∈λ m

mm gsgs
m
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Proof: 

By using the fact that 1),(2 =mmS  in theorem (2.4.1), we get the 
result of corollary (2.4.1). ■ 

 
Now, we give the following proposition with its proof, which we 

need for proving the next theorem. 
 
Proposition (2.4.1), [20, p. 265]: 

Let f (z) be analytic inside and on a simple closed curve C except 
at a pole a of order m inside C. The residue of f (z) at a is given by   

)}(){(
)!1(

1
lim

1

1

1 zfaz
dz

d

m
a m

m

m

az
−

−
=

−

−

→−                                               (2.13) 

 
Proof: 

If f (z) has a pole a of order m, then the Laurent series of f (z) at a 
is  

 

...)()(...
)()(

)( 2

210
1

1

1 +−+−++
−

++
−

+
−

= −
−

+−− azaazaa
az

a

az

a

az

a
zf

m

m

m

m

 
Then multiplying both sides by maz )( − , we have 
 

...)()(...)()()( 0

1

11 +−+−++−+=− −
−+−−

mm

mm

m azaazaazaazfaz             
 (2.14) 
From Taylor's theorem one can see that the coefficient of 1)( −− maz  in 
the expansion (2.14) is  
 

)}(){(
)!1(

1
lim

1

1

1 zfaz
dz

d

m
a m

m

m

az
−

−
=

−

−

→− . ■ 

 
Remark(2.4.1): 

We know that from the definitions of the Ehrhart polynomial, the 
leading coefficient is the volume of the polytope and the constant term is 
one; these are termed as the trivial coefficient of the Ehrhart polynomial, 
the other coefficients are nontrivial. 
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Theorem (2.4.2) [6]: 

Let dℜ⊂Ρ be a lattice d-polytope, with vertices )0,...,0,0( , 
),...,0,0(),...,0,...,0,( 1 daa where d21 a...,a,a  are pairwise relatively prime 

integers. The first nontrivial Ehrhart coefficients 2−dc , 3d ≥  is given by, 

)),(...),((
)!2(

1
112 dddd aASaASC

d
c −−−

−
=−  

 
where ),( baS  denotes the Dedekind sum and  
 

)...
1

(
12

1
)...(

4

1

1

1
,12,1

d

d
ddd a

A

a

A

A
AAdC +++++++= − , 

d21 a...aaA = , dk21k a...â...aaA =  (where kâ  means the factor ka  is omitted), 

and kjA ,  denotes dkj aaaa ...ˆ...ˆ..1 . 

 
Proof: 

Consider 
ΖΖ−Ζ−Ζ−Ζ−

−Ζ=Ζ
−−

− )1)(1)...(1)(1(

)1(
)(

21

2

2 dAAA

dtA

dg  

 
since d21 a,...,a,a  are pairwise relatively prime, ( )Zgd 2−  has simple poles 

at the d21 a,...,a,a - th  roots of unite. Let λλ ≠= 11a . Then, 









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A change of variable 






== ωωΖ log
B

1
expB

1
 is made, where a suitable 

branch of logarithm such that λ=







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a

1
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1

, thus 








 =
−−

−
−−

==ΖΖ
−−

− 1,
)1)...(1(

)1(
Re

)1)(1(

1
)),((Re

21

2

1

2 ω
ωω

ωλ
λλλ

λ
dBB

dtB

Ad s
a

gs  

where dkkd aaaBaaB ...ˆ...,,..., 22 == . We change ω by Z. 
Claim  

2
2
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)1(
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−=
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



 =Ζ
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−Ζ d
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to prove this, first note that the Taylor series of 2)1( −− −Ζ dtB  
about Z = 1 is 
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Putting all of this together, we obtain 
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as desired. Therefore  
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Adding up all the residues at the tha −1  roots of unity ≠ 1, we 
get 
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where ξ  is a primitive tha −1 roots of unity. This finite sum is practically 
a Dedekind sum: 
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After simple computations one can get, 
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the imaginary terms disappear and the cotangent sum can be rewrite in  
terms of the Dedekind sum , so we get 
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and therfore  
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Similar expressions for the residues at the other roots of unity are 
obtained, so that corollary (2.4.1) give us for 3≥d  
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where C is the coefficient of 2−dt  of )1),((Re 2 =ΖΖ−dgs ,  
 
Next, )0),((Re)1),((Re 22 =Ζ==ΖΖ Ζ

−− egesgs d

Z

d  
 








 =Ζ
−−−−

−=
ΖΖΖΖ

−Ζ−

0,
)1)(1)...(1)(1(

)1(
Re

21

2

eeee

e
s

dAAA

dtA

.  
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By substituting this into equation (2.15) we get the result.■ 
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2.5 Computing 3−dc  and 4−dc   in The Ehrhart Polynomial 

As seen before, the leading coefficient of the Ehrhart polynomial 
represents the volume of the polytope, the second coefficient represents 
half of the surface area of the polytope and the constant term is one, 
while the other coefficients are unknown. 

In this section we find the non trivial coefficients 3−dc and 4−dc  for 

the d–polytope with d≥4 and d≥5 respectively, where P is represented by 
a list of vertices 0,...,0,0( ), ),0,...,0,( 1a  )0,...,0,,0( 2a )a,0,...,0,0(,..., d , 

such that daa ,...,1  are pairwise relatively prime positive integers. 
 
 By corollary (2.4.1), if we define )(3 Zgd −  as  

 

ΖΖ−Ζ−Ζ−Ζ−
−Ζ=Ζ
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)(

21

3

3 dAAA

dtA
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L

 

 
where d21 aaaA ⋅⋅⋅= , dk21k aâaaA ⋅⋅⋅⋅⋅⋅=  and kâ means that the factor 

k
a  is omitted, then the poles of the function )(3 Zgd −  are at Z = 0, 1 and 

the roots of unity. 
 

We find the residues of the function )(3 Zgd −  at these poles. 

Since daa ,...,1  are pairwise relatively prime therefore )(3 Zgd − has simple 

poles at daa ,...,1 -th roots of unity. Let λλ ≠=11a
 and since, 

daaA ⋅⋅⋅= 1 , daaaA ⋅⋅⋅= 321 ,…, 121 −⋅⋅⋅= dd aaaA , therefore 
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1 3)(
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d
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Now at λ=Z ,  
 

01 2 ≠− ⋅⋅⋅ daaλ  and 01 ≠− λ . 
 
Therefore  

A change of variables 



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a suitable branch of logarithm such that λ=
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, thus 
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where dk32kd32 a...â...aaB,a,...,a,aB == .  
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Similar expressions are obtained for the residues at the other roots of 
unity. 
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By writing the Maclaurin series for exponential function we get, 
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the function for which we want to find the residue has a pole of order four 
at zero. 
 
Let 








 ++⋅






 ++






 +++








 ++−
=

−

...
!3!2

1...
!3

)(

!2

)(
1...

!3

)(

!2

)(
1

...
!3

)(

!2

)(
1

)(
222

11

32

ZZZAZAZAZA

ZZ

Z
dd

d

L

αα

φ ,

d

d

AA ...1

3−

= αγ  and 4

)(
)(

z

z
zf

γφ=  

 
By the formula for finding the residue given by (2.13), we get 
 

 
!3

)0(
)0),(f(sRe

)3( γφΖΖ ==  . 

 Let 
3

3
3

2
2

...
!4!3!2

1
−








 +−+−=
d

ZZZI
ααα , 

1

32 ...Z
!4

1
Z

!3

1
Z

!2

1
1h

−








 ++++=  



Chapter Two      Computing the Volume and Integral points of V-Representation of     
a Polytope using Ehrhart polynomial 

 

 

٤٣

1

3
3

12
2

11
1 ...Z

!4

A
Z

!3

A
Z

!2

A
1J

−








 ++++= ,
1

3
3

22
2

22
2 ...Z

!4

A
Z

!3

A
Z

!2

A
1J

−








 ++++= ,…, 

and 
1

3
3

d2
2

dd
d ...z

!4

A
z

!3

A
z

!2

A
1J

−








 ++++= .    

 
Then hJJIJZ dL21)( =φ  
 
and  
 

hJJIJhJJIJhJJJIhJJJIZ dddd
′+′++′+′=′ LLLL 21212121 ...)(φ  

 
let  
 

hJJJIK dL211
′= , hJJJIK dL212

′= ,…, hJJIJK dd
′=+ L211  and  

 
hJJIJK dd
′=+ L212  

 
hence 
 

2121 ...)( ++ ++++=′
dd KKKKZφ  and 2121 ...)( ++ ′′+′′++′′+′′=′′′

dd KKKKZφ  
 
Now, 
 

3

3
3

2
2

...
!4

)(

!3

)(

!2
1

−








 +−+−=
d

Z
tA

Z
tA

Z
tA

I  

therefore  
 

( )




















++−⋅








+−+−−=′

−

...
!3

)(2

!2
...

!4

)(

!3

)(

!2
1)3(

24

3
3

2
2

Z
tAtA

Z
tA

Z
tA

Z
tA

dZI
d

 

 
Differentiating I ′  to get I ′′ and I ′′′ , then put Z = 0 in the obtained 
expression to get  
 

1)0( =I  








 −−=′
!2

)3()0(
tA

dI  








 +−−−=′′
!3

)(2
)

!2
)(4()3()0(

2
2 tAtA

ddI  



Chapter Two      Computing the Volume and Integral points of V-Representation of     
a Polytope using Ehrhart polynomial 

 

 

٤٤




















 −+






 −







 −+−−





+







−−−−=′′′

!4

)(!3

!3

)(2

2
)4(

!3

)(2
))(4(                         

!2
)6)(5()3()0(

322

3

tAtAtA
d

tA
tAd

tA
dddI

 

 
For  

1

3
3
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2
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!4!3!2
1

−


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

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Z
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3
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A
Z

A
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A
ZJ  

 
Differentiate J ′  to get J ′′ and J ′′′ , then put Z = 0 in the obtained 
expressions to get  
 

1)0(1 =J , 
!2

)0( 1
1

A
J −=′ , 

!3
)0(

2

1
1

A
J =′′  and 0)0(1 =′′′J . 

 
In a similar way, we get the other differentiation of 

dJJJ ,...,, 32 and h, then  

=







=

⋅⋅⋅

−

0),(
)()(

)(
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4
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3
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d

φ )0(
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φ
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Let 
!3

)0(

)()(

)( )3(

1

3 φ⋅
⋅⋅⋅

=
−

d

d

AA

A
C  

 
So by corollary (2.4.1) we get for d≥4, 3−dc , which is the coefficient of 

3−dt  of  

))),((Re)1),(((Re
)!3(

1

3

33 λ
λ
∑

−Ω∈
−− =ΖΖ+=ΖΖ

−
−

d

dd gsgs
d

 

 
So  


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
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



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−
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d
D

d
c dd

d
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1
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4)!3(

1
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1

3
 

 
Thus we have proved the following: 
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Theorem (2.5.1): 
Let P denote the polytope in )4( ≥ℜ dd  with vertices 

)a,...,0,0(),...,0,...,0,a(),0,...,0,0( d1  where daa ,...,1  are pairwise relatively 
prime positive integers. Then 3−dc is given by  












−




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−
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aa

d
D

d
c dd

d
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1

...
1

4

1

4)!3(

1
11

1

3
 

where S(a,b) is the Dedekind sum of a and b,  
 








 +++−= )...(
!2

1
1

1
32 dBBB

B
D , 

!3

)0(

)()(

)( )3(

1

3 φ
⋅

⋅⋅⋅
=

−

d

d

AA

A
C  , 








 +++⋅






 +++




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 +++


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



 ++−
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−

...
!3

Z
!2

Z
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!3
)ZA(

!2
)ZA(

1...
!3
)ZA(

!2
)ZA(

1

...
!3
)tBZ(

!2
)tBZ(

1
)Z(

22

dd

2

11

3d2

L

φ . 

 

d21 a...aaA = , dk21k a...â...aaA = , kâ  means the factor ka  is omitted, 

dk32kd32 a...â...aaB and a...aaB == . 
 
 In a similar way, we get 4−dc  for the d–polytope P (d≥5), where P is 

represented by a list of vertices ),...,0,0(),...,0,...,0,(),0,...,0( 1 daa , daa ,...,1  
are pairwise relatively prime positive integers. By corollary (2.4.1), if we 
define )(4 Zgd −  as  
 

ΖΖ−Ζ−Ζ−Ζ−
−Ζ=Ζ

−−

− )1)(1)...(1)(1(

)1(
)(

21

4

4
dAAA

dtA

dg  

 
where daaA ⋅⋅⋅= 1 , ddk aaaA ⋅⋅⋅⋅⋅⋅= ˆ

1  and kâ  means that the factor ka  

is omitted. The poles of the function ( )Zg d 4−  are at Z = 0, 1 and the 
roots of unity. 
Now we compute the residues at these poles. 

Since daa ,...,1  are pairwise relatively prime therefore ( )Zgd 4−  

has simple poles at daa ,...,1 -th roots of unity. 

Let λλ ≠= 11a
 and since, daaA ⋅⋅⋅= 1 , daaaA ⋅⋅⋅= 321  

Therefore 
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− )1()1)(1(

)1(
)(
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1 4)(
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Now at λ=z   
 

01 1 ≠− Aλ  and 01 ≠− λ . 
 
Therefore  








 =
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−
−−
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− λΖ
ΖΖΖ

Ζ
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λΖΖ ,
)1)...(1)(1(

)1(
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)1)(1(

1
)),(g(sRe

d321 AAA
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We make a change of variables 







== ωωΖ log

a

1
exp

1

a
1

1 , where a suitable 

branch of logarithm such that λ=







)1log(

a
1

exp
1

, thus, 

   




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1
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1
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where dk32kd32 a...â...aaB,a...aaB == . 

By  the same steps followed before, we obtain with α =tB          
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e
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let 

4

3
3

2
2

...
!4!3!2

1
−


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



 +−+−=
d

ZZZI
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2
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Z
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Z
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2
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then 
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So for the function in the above residue we have a pole of order three at 
zero. 

Let  d

Z JJIJeZ L32)( =φ  and 
))...((

)(

2

4

d

d

BB −−
=

−αγ  

after simple commutations on γ  we get 
2

4

B

t d −

−=γ  

By the formula for finding the residues given by (2.13), if we consider  

3

)(
)(

Z

Z
Zf

γφ= , then 
!2

)0(
)0),((Re

γφ ′′
==ΖΖfs  

Let )0(
!2

1
2
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B

D  

 
Therefore, 

4

1

4 )1)(1(
)),((Re

1

−
− −−

−==ΖΖ d

Ad t
a

D
gs

λλ
λ . 

all the 1a -th roots of unity ≠ 1 are added up to get  
  

∑∑
≠=

−

≠=
− −−

−==ΖΖ
λλλλ λλ

λ
11

4

1

4
1

1
1 )1)(1(

1
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d

d a

Dt
gs . 

With the same procedure that we used to get 
3−d

C , we obtain  









−−−== −

≠=
−∑ )a,A(S

a4
1

4
1

Dt)),(g(sRe 11

1

4d

1
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1a λλ

λΖΖ . 

Similar expressions are obtained for the residues at the other roots of 
unity. 

Now we find the residue of )(4 Zgd − at Z = 1 by using 
   

)0),((Re)1),((Re 44 =Ζ==ΖΖ Ζ
−− egesgs d

Z

d  
 
then  

==ΖΖ− )1),((Re 4dgs 





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)1(
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eeeee
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s
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. 

 
By the Maclaurin series of the exponential function with tA=α , the 
above residue becomes  
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for the function in the above residue, we have a pole of order five at zero. 
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by the formula for finding the residues given by (2.14), we get 
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The derivative is  
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Differentiating I ′  to getI ′′ , I ′′′ and )4(I , then put Z = 0 in the obtained 
expression to get  
 

1)0( =I  
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Differentiating J ′  to get J ′′ , J ′′′ and )4(
1J  , then put Z = 0 in the 

obtained expression to get  
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In a similar way, we get the other differentiation of 

dJJJ ,...,, 32 and h, then  
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So by corollary (2.4.1) we get for d≥5, 4−dc , which is the coefficient of 
4−dt of  
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Thus we have proved the following: 
 
Theorem (2.5.2): 
 Let P denote the polytope in )5( ≥ℜ dd  with vertices 

)a,...,0,0(),...,0,...,0,a(),0,...,0,0( d1  where daa ,...,1  are pairwise 

relatively prime positive integers. Then 4−dc is given by  
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where S(a,b) denotes the Dedekind sum of a and b,  
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daaA ...1= , dkk aaaA ...ˆ...1= , kâ  means the factor ka  is omitted and 

dk2kd32 a...â...aB and a...aaB == .  
 

With the same procedure we get the coefficients 965 ,...,, −−− ddd ccc  
under certain conditions. From the above methods, we note that )(zφ with 
their definitions are needed to differentiate more than once, so we obtain 
a general form for this differentiation given in sec. (2.6).  
 
Example (2.5.1): 
 Let P be a 4-polytope with vertices (0,0,0,0), (7,0,0,0), (0,2,0,0), 
(0,0,3,0) and (0,0,0,5). It is easy to check that this polytope satisfies the 
conditions of theorem (2.5.1).  
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In this case the Ehrhart polynomial of the polytope is given by           

 
                         .),( 01

2
2

3
3

4
4 ctctctctctPL ++++=    

 
by theorem (2.5.1) 1c  can be computed as  
 

]C)5,A(S

)3,A(S)2,A(S)7,A(S
5

1

3

1

2

1

7

1

4

1

4

4
(D

)!34(

1
c

4

3211

−−




 −−−






 +++−
−
−=  

where  ( )( )432 BBB5.01
B

1
D ++−= ,  

 








 +++⋅






 +++






 +++








 ++−
=

−

...
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!2

Z
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)ZA(
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)ZA(
1
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!3

)tBZ(
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)tBZ(
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)Z(
22

dd

2

11

3d2

L

φ  

 
After simple computations one can get 

42,70,105,30,210 4321 ===== AAAAA

30

1
D , 6B,10B,15B,30B 432 ===== . 

!3

)0(

900

1 )3(φ⋅=C  where  

 

( ) ( )( ) 






 ++++++






 ++++

+−=
...

!2
1

1...31...51...
2

15
1...151

...151
)(

ZZZZZ

tZ
Zφ  

let  

...151 +−= tZI , ( ) 1

1 ...Z151J −++= , 
1

2 ...Z
2

15
1J

−








 ++= , ( ) 1

3 ...Z51J −++= , 

1

4 ...)31( −++= ZJ  and 
1

...Z
!2

1
1h

−








 ++=  

 
then hJJJIJZ 4321)( =φ , we find )(Zφ ′ , )(Zφ ′′ and )()3( Zφ  then put Z=0 in 

)()3( Zφ to get the value of C which is equal to   

C= )0(
!3

1

900

1 )3(φ  
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Also we need to compute S(30,7), S(105,2), S(70,3) and S(42,5), 

which are equal to 0.071428, 0, 0.055555 and 0 respectively. By 
substituting 1c  in the above formula one can get:  
  

) ( )]52482.296)5,42(S

)3,70(S)2,105(S)7,30(S
5

1
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2

1

7

1

4

1

4

4

60

29

)!34(

1
c1

−−








 −−−






 +++−






 −
−
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     39864.296−= . 

From, )),(...),((
)!2(

1
112 dddd aASaASC

d
c −−−

−
=−

, where  

)...
1

(
12

1
)...(

4

1

1

1
,12,1

d

d
ddd a

A

a

A

A
AAdC +++++++= −  

one can get the value of 2c , which is equal to, 
 

)]5,()3,()2,()7,([
)!24(

1
432142 ASASASASCc −−−−

−
=  

where 

( ) 



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4
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3

3

2

2

1

1
4,33,22,14

1

12

1
4

4

1

a

A

a

A

a

A

a

A

A
AAAC  

15432,1 == aaA , 35413,2 == aaA , and 14214,3 == aaA , therefore 

 

( ) 125000.1212698.037698.24
!2

1
2 =−=c . 

 
2.6 General formula for the differentiation of h,J,...,J,J,I d21  

In this section, we get a general form for the differentiation of the 
terms hJJJI d  and ,...,,, 21 that appears throughout the process of 
finding the coefficients of the Ehrhart polynomial, we begin by 
considering  

 
[ ] ( ) ,...2,1         32 == jhJJJIeI d

jZj
L       

where [ ]jI  means that only I in the expression hJJIJe d

Z
L32 is 

differentiated j times. 
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In order to differentiate dJJJ ,,, 32 K  we need to find a general 

formula for these differentiations so we work on these elements and find    
a general formula. To illustrate this, consider for example,  
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then ZwJJe Zw

222
2 =− . By assuming the implicit differentiation for both 

sides of the above equation, we get  
 

222 )()( 2 wJ
dZ

d
Je

dZ

d Zw =−  

 
and the second derivative of the above equation is  

0)()( 22

2

22
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2 =− J
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d
Je
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d Zw  

when we differentiate 2
2 Je Zw  d-times we get a shape  like a binomial 

formula dba )( + = dddd bba
dd

bdaa ++−++ −− ...
!2

)1( 221 . 

Therefore, 
  

0)( )(

222
2 =−+ mmZw JwJe  
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)(

2
mJ is the m-th derivative of 2J , since 2w is constant therefore mw2  

means 2w  raised to the  power m. For example,  
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then     
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And so on. Therefore  
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and similarly for highest derivative. By arranging them together we 
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 Since our work is for finding the coefficients of the Ehrhart 
polynomial until 9−dc  , so the derivatives  that we are needed are until    
9-th derivative. 

  
 By similar procedure we get the derivatives of dJJJ ,,, 43 K and h 

that are used in the definition of φ(z) in the preceding sections. When we 
arrange the obtained results we get a triangle like a Polya triangle [40, 
p.20] where the contents of the triangle are the coefficients of 
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2

2

2 in the expression ,..., )5(

2

)4(

2 JJ    
           

[ ]

[ ] [ ]

[ ] [ ] [ ]

[ ] [ ]

[ ]

[ ] [ ]

[ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ]

[ ]

[ ] [ ] [ ]2

2

3

2

4

2

2

2

5

2

6

2

7

2

8

2

9

2

3

2

4

2

5

2

6

2

7

2

2

2

3

2

4

2

5

2

2

2

3

2

)10(
2

8

2

)9(

2

6
2

7
2

)8(
2

4

2

5

2

6

2

)7(

2

2

2

3

2

4

2

5

2

)6(

2

2

2

3

2

4

2

)5(

2

2

2

3

2

)4(

2

2

2

182856705628

1721353521

16152015

151010

146

13

1

JJJ

J

JJJJE

JJJJJ

JJJJ

JJ

J

EJ

JEJ

JJEJ

JJJEJ

JJEJ

JEJ

E

 
 
Also, the first terms of the coefficients of K,, 22 EE ′′′  in the 

expression of ,..., )5(
2

)4(
2 JJ  are 
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The second terms of the coefficients of ,..., 22 EE ′′′  in the expression 

of ,..., )5(
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)4(
2 JJ  are 
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The coefficients of ,...EE  ,EE 2

2
222

′′  in the expression of ,..., 22 JJ ′′′′′  
are arranged as follows. 
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The diagonal of the above results is the second column of the 

preceding Polya triangle, and the first column for the above results is 
obtained as follows: 
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 By multiplying the diagonal by 4,5,6… we get the line under the 
diagonal, which are: 
(3)(4)=12, 
(6)(5)=30, 
(10)(6)=60, 
(15)(7)=105, 
 
 The general formula of the differentiation is given by 
 

( ) [ ] ( ) [ ] ( )( ) WJJmEJJ mmmm ++−+= −− 1

2

1

2222 2  
where 1<m≤8 and W can be obtained from the given tables as follow 
 
when m=3 then 
 

( ) [ ] [ ] ( )( )2

2

2

22

3

2

3

2 JJEJJ ++=  
 
when m=4 then  
 

( ) [ ] [ ] ( )( ) WJJEJJ +++= 3

2

3

22

4

2

4

2 2  
from the tables, W can be found as follows 
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2

22

2

2

2

2 2 JEJJEJEW ′′′++′+= . 



Chapter Three 
The Ehrhart Polynomial of H-representation         

 Of a Polytope 
 
 
Introduction 
 As seen before the computation of the volume of a polytope is very 
important in many applications. For this importance many researches 
concerning the volume of the polytopes and in particular with the 
Birkhoff polytopes are found. 
 
 In this chapter a method for computing the coefficients of the Ehrhart 
polynomial of the Birkhoff polytope is discussed. Make a change on the 
matrix, which represents the polytope and find a formula for the number 
of integral points. These changes of the matrix are matrix operations on 
the rows (columns) of the matrix. We try to lessen the effect of their 
changes on the number of integral points. We further discuss a method 
for finding the volume of a polytope using Laplace transform. 
 

Chapter three consists of four sections. In section one, a method for 
finding the volume of H-representation of polytope using Laplace 
transforms. In section two some basic concepts and remarks about the 
Birkhoff polytopes and their volumes are given. In section three, the 
Ehrhart polynomial of Birkhoff polytope is presented and in section four, 
further properties about the number of integral points are obtained under 
certain conditions, also we give the relation between the number of 
integral points of the original polytopes and the changing polytopes. 
 
 
3.1 Computing the volume of a polytope using Laplace 
transform, [33]  

This section is devoted to the computation of the volume of            
a polytope with H-representation using Laplace transform. 
 

The idea of the method is to consider the volume of 

}bAXX{P d ≤ℜ∈=
•
•

+  , dnA ×ℜ∈ and ny ℜ∈ , as a function g(b) where 

ℜ→ℜn:g  which provides a simple expression of its Laplace transform 

CCG n →: , and the  inverse Laplace transform to G, which, in the next 
section, can efficiently be done by repeated applications of Cauchy 
residue theorem for the evaluation of one–dimensional complex integrals. 
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Let ny ℜ∈ and dnA ×ℜ∈  such that the convex polyhedron,  

               }yAXX{)y(P d ≤ℜ∈=
•
•

+  (3.1) 

is compact, that is, P(y) is a convex polytope. The symbol +ℜ stands for 
the semi closed interval ℜ⊂∞),0[ . 

Now consider the function ℜ→ℜng :  defined by  

              ))(()(
)(

yPVoldxyg
yP

== ∫  (3.2) 

and let CCG n →: be its n-dimensional Laplace transform, that is, [1] 
 
              ∫

ℜ

><−=
n

dyygeG y )()( ,λλ  (3.3) 

where >⋅⋅<  ,  is the Euclidean product defined on nℜ . 
 
Theorem (3.1.1), [33]: 

Let }{)( yAXXyP d ≤ℜ∈=
•
•

+  be a polytope, and let g and G be 

defined by  

))(()(
)(

yPVoldxyg
yP

== ∫ , ∫
ℜ

><−=
n

dyygeG y )()( ,λλ  

respectively. Assume that X=0 is the only solution of the system  

}00{ ≤≥
•
• AXX . Then: 





 >

>
=

∏ ∏
= =

0)Re(

0)Re(
      with,

)(

1
)(

1 1

λ
λλλ

λ
T

n

i

d

j
j

T

i
AA

G  (3.4) 

Moreover  

        ∫∫
∞+

∞−

><
∞+

∞−
=

ic

ic

y,
ic

icn

n

n

1

1

d)(Ge...
)i2(

1
)y(g

 

 

 

 
λλ

π
λ  (3.5) 

where the real constants nccc ,...,, 21  are chosen such that c>0 satisfies 

0cA T > . 
 
Proof: 

Apply the definition of G given by (3.3) to obtain  

  ∫ ∫
ℜ ≤≥

><−












=

n

dydxe)(G
yAx,0x

y,λλ  
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           ∫ ∫
+ℜ ≥

><−








=

d

dxdye
Axy

y,λ  

           0)Re(      with ,dxe
1

d

T x,A
n

1i
i

>= ∫
∏ +ℜ

><−

=

λ
λ

λ  

 
     then after simple computations, one can get  

      




 >

>
=

∏ ∏
= =

0)Re(

0)ARe(
 with ,

)A(

1
)(G

T
n

1i

d

1j
j

T

i

λ
λλλ

λ     

 
and (3.5) is obtained by a direct application of the inverse Laplace 
transform, [1]. It remains to show that, the domain 

}0)Re(,0){Re( >> λλ TA  is non empty. This flows from the fact that a 
special version of Farka’s lemma due to Carver, [35, p.30], which states 

that }00{ >>
•
• uAu T  has a solution nu ℜ∈  if and only if (x, y) = 0 is the 

only solution of the system }0,00{ ≥≥=+
•
• yxyAx . In other words,        

x = 0 is the only solution of }00{ ≤≥
•
• Axx , which is indeed the condition 

given by this theorem. ■ 
 

Suppose that we want to compute the volume of the convex 

polytope }bAXX{P d ≤ℜ∈=
•
•

+  with b>0, that is, we must evaluate g(y) at 

the point by = . Without a loss of generality, we may assume that 1=iy  
for every i=1,…,n. 
 
 The problem is then computing h(1) of the function ℜ→ℜ+:h  given 
by, 

∫ ∫
∞+

∞−

∞+

∞−

><==
ic

ic

ic

ic

ez

nn

n

n

n dGe
i

zegzh
1

1

 

 

 

 

, )(...
)2(

1
)()( λλ

π
λ                     (3.6) 

where ...),1,1(=ie  be the vector in iℜ  for 1≥i , such that its element is 

one, and the real vector nc ℜ∈<0 ,  satisfies 0cA T > . 
 

Computing the complex integral (3.5) can be done in two ways, 
directly as given in sec. (3.1.1) or indirectly as given in sec. (3.1.2). 
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3.1.1 The direct method,  [33]: 
For better understanding the direct method, consider the case of      

a polytope P with n=2. 
 
Let dA ×ℜ∈ 2  be such that X=0 is the only solution of 

}0AX0X{ ≤≥
•
• . Moreover, suppose that ][ baAT =  with dba ℜ∈,  and 

assume that: 
i) 0≠jjba  and jj ba ≠  for all j =1,2,…,d. 

ii) 
kkjj baba ≠  for all j, k =1,2,…,d. 

then: 



 >

>++
=

∏
=

0)Re(
0)Re(

 with ,
)(

1
)(

21

1
2121

λ
λλλλλλ

λ
ba

ba
G d

j
jj

 

Next, fix 1c and 02 >c  such that 021 >+ cbca jj  for every j =1,2,…,d, and 

compute the integral (3.6) as follows. First evaluate the integral, 
 

           1

1
211

1

1

1

1

)(2

1 λ
λλλπ

λ

d
ba

e

i
I

ic

ic
d

j
jj

z

∫
∏

∞+

∞−

=

+
=  (3.7) 

 
by using Cauchy residue technique. That is: 

a) Close the path of integration by adding a semicircle Γ of radius R    
large enough. 

b) Evaluate the closed integral using Cauchy's residue theorem. 
c) Show that the integral along Γ converges to zero when ∞→R . 

 
Now, since we are integrating with respect to 1λ  and we must 

evaluate h(z) at z=1, the semicircle Γ must be added on the left side of the 
integration path 11)Re( c=λ  because 1ze λ converges to zero when 

( ) −∞→1Re λ . Therefore, we must consider only poles of ),( 1 ⋅λG  whose 
real parts is strictly less than 1c (with 2λ  being fixed). Recall that 

122 /)/Re( cabcab jjjj <−=−λ  for each j=1,2,…,d, and ),( 1 ⋅λG  has only 

poles of the first order (with2λ  being fixed). Then, the evaluation of (3.7) 
follows, and 

∑ ∏∏ =
≠

λ−

=

+−λ
−+

λ
=

d

j

jk
kjjk

d
j

zab

d

j
j

d babab

e

b
I

jj

1 2

)/(

1
2

1 )/(

1 2
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Therefore,  

( )
2

ic 

ic 
2

21

z

d
Ie
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)z(h

2

2

2

λ
λ

λ
π

λ
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2jj
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2

λ
λπ

λ
λπ

λλ

 

 
these integrals must be evaluated according to whether yab jj )/1( −  is 

positive or negative. Thus recalling that Z > 0, each integral is equal to: 
i) its residue at the pole 22 0 c<=λ  when jj ab /1−  is positive, and 

ii)  zero if jj ab /1−  is negative because there is no pole on the right 

side of 22)Re( c=λ  that is  

       



















−
−

−= ∑ ∏∏ <
≠

=

1/

1

)(

)(1

!
)(

jj ab

jk
jkjkjj

d

jj

d

j
j

d

baabba

ba

bd

z
zh  (3.8) 

 
Observe that the above formula is not symmetrical in the 

parameters a, b. This is because we have chosen to integrate first with 
respect to 1λ ; and the set }1/:{ <jj abj  is different from the set 

}1/:{ >jj baj , which would have been considered if we have to integrate 

first with respect to 2λ .  
 

 In the latter case, we would have obtained. 
 









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
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
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!
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jj ba
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j
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abbaba
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z
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which is (3.8) by interchanging a and b. 
 
Example(3.1.1),[33]: 
 Let ( )1,1,1e3 =  be a vector in 3ℜ  and let 2

3)ze(P ℜ⊂  be the polytope, 
which is defined by, 
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        { }zxx2;zx2x2;zxxX)ze(P 212121

2

3 ≤−≤+−≤+ℜ∈=
•
•

+     . To find 

the volume of this polytope, write )ze(P 3 as 

 }zAXX{)ze(P 2

3 ≤ℜ∈=
•
•

+ , where 
















−
−=

12   

2   2

1   1   

A , 

choose 1 and 2,3 321 === ccc , so that 321 22 ccc −>  and 231 2ccc −>  

that satisfies the conditions c>0 and 0cA T > . 
 

∫ ∫ ∫
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++=
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321 d)(Ge
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)z(h λλ

π
λλλ , 

 

with    
)2)(22(

1
)(

321321321 λλλλλλλλλ
λ

−++−
=G , 

 
Integrate first with respect to 1λ ; that is, evaluate the residue of ( )λG  at 
the poles 3211 22,0 λλλλ −==  and 231 2λλλ −=  since 0<z, 10 c< , 

132 )22Re( c<− λλ  and 123 )2Re( c<− λλ . We obtain, 
 

            3

 

 

 

 24322

2

2

3

3

)( ...
)2(

1
)( λλ

π
ddIII

i
zh

ic
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ic∫ ∫
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)2)((2 232332
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−−
=

+− ze
I  

           
)3/4)((6 232332

)3(

3

32

λλλλλλ

λλ

−−
=

− ze
I     

           
)3/4)(2(3 232332

)2(

4

32

λλλλλλ

λλ

−−
=

− ze
I  

 
Next, integrate 2I  with respect to 3λ , we must consider the poles of 2I on 
the left side of 1)Re( 3 =λ , that is the pole 03 =λ , since 2)Re( 2 =λ . Thus, 

we get 
3
24

2

λ

λze−
, and the next integration with respect to 2λ  yields 

8

2z−
. 

When integrate 3I with respect to 3λ , we have to consider the poles 

23 λλ =  and 
3

4 2
3

λλ = , on the right side of 1)Re( 3 =λ ; and we get  
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                     

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 +−−
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1 3/52

3
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22 λλ

λ

zz ee
 

 
Recall that the path of integration has a negative orientation, so the 

negative values of residues have to be considered. The next integration 

with respect to 2λ  yields 






 −
48

25
12z . 

Finally, when integrating ),( 324 λλI  with respect to 3λ , we must consider 

only the pole 03 =λ , we get  
3
28

2

λ

λze−
; the next integration with respect to 2λ  

yields zero. Hence, adding up the above three partial results, yields, 

            
48

17
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25
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1
)(

2
2 z

zzh =
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3.1.2 The indirect method, [33]: 
 The indirect method permits avoid evaluating integrals of exponential 
function in (3.6) which will be illustrated in this section. We want to 
compute (3.6) where 0≠b  and c>0 are real vectors in nℜ  with 0cA T > . 
From (3.1) it is deduced that g (b)=0 whenever 0≤b , so that the last 
entry 0>nb ; and the following simple change of variables are done. 
 
      Let >=< bs ,λ and >=< bcd ,1  so that, 

n

n

j
jj

n b

bs 






 −
=

∑
−

=

1

1

λ
λ  and  

[ ] 1

 

c 

 

 1

 

 

1

1

1

1

1

1

... ˆ...
)2(

1
)( −

∞+

∞−

∞+

∞−

∞+

∞−∫ ∫ ∫
−

−

= n

ic

i

ic

ic

id

id

zs

n
dddsGe

i
zh

n

n

λλ
π

 

where 







−= ∑

−

=
−− j

n

j n

j

n

n

n

n b

b

b

s
G

b
sG λλλλλ

1

1
1111 ,,...,

1
),,...,(ˆ  

 
h(z) can be rewrite as follows:  
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where H(s) is the Laplace transform of h(z)=g(zb), and is called the 
associated transform of )(λG . 
 

 Let nA ×ℜ∈ 2  such that X=0 is the only solution of }0AX0X{ ≤≥
•
• . 

Write ][ baAT =  with dba ℜ∈, , assume that 0≠jjba  for all j=1,…,d and 

kjbaba kkjj ≠≠   allfor    

Then, 





 >

>+
=

∏
=

,0)Re(

0)Re(
h       wit,

)(
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G d
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fix 12 λλ −= s  and choose real constants 01 >c  and 02 >c  such that 

021 >+ cbca jj  for every j=1,2,…,d. Notice that 21)Re( ccs += . H(s) is 

obtained by integrating ),( 11 λλ −sG along the line 11)Re( c=λ , which 
yields, 
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∏ +−−
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1 1
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1
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Next, determine which poles of ),( 11 λλ −sG  are on the left(right) 

side of the integration path }){Re( 11 c=λ  in order to apply the Cauchy 

residue theorem. Let { } { }jjjj bajJbajJ ==>= •
•

•
•+    ,  0  and 

{ }jj bajJ <= •
•−   . Then the poles on the left side of }){Re( 11 c=λ  are 

01 =λ  and )/(1 jjj basb −−=λ  for all +∈ Jj  since 1)/()Re( cbasb jjj <−− . 

Besides, the poles on the right side of }){Re( 11 c=λ  are s=1λ  and 
)/(1 jjj basb −−=λ  for all −∈ Jj . 

 
      Finally, notice that ),( 11 λλ −sG has only poles of the first order. 
Hence, computing the residues of poles on the left side of }){Re( 11 c=λ  
yields, 
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After moving terms around, we obtain 
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Notice that the previous equation holds even for the case 00 ≠J . 

Finally, after integration with respect to s, we get 
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Now, computing the negative value of residues of poles on the 

right side of }){Re( 11 c=λ  yields, 
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and after integration with respect to s, one also get the following 
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Example(3.1.2),[33]: 
 Consider example(3.1.1). By setting )1,1,1(3 =e , let 2

3)( ℜ⊂Ρ ze  be the 
polytope which is defined by          

}zxx2 ;zx2x2 ;zxxX{)ze(P 212121

2

3 ≤−≤+−≤+ℜ∈= +  

We can choose 2,1 321 === ccc  and 123 λλλ −−= s , so that, 
4)Re( 1 == ds , and 
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We first integrate with respect to 1λ . Only the real parts of poles 

01 =λ  and 2/)3( 21 λλ −= s  are less than 1. Therefore, the residue of the 
0-pole yields: 
 

      2

1 

1 
2222 )3)(42)((

1

2

1 λ
λλλλπ

d
sssi

i

i∫
∞+

∞− −−−
 (3.9) 

 
whereas the residue of ( )2/)3( 2λ−s -pole yields 
 

      2

1 

1 
2222 )53)()(3(

4

2

1 λ
λλλλπ

d
sssi

i

i∫
∞+

∞− −+−
 (3.10) 

 
Applying again the Cauchy residue theorem to (3.9) at the 

pole 02 =λ  yields )2/(1 3s− . 
 
 Similarly, applying the Cauchy residue theorem to (3.10) at the poles 

02 =λ  and s2 −=λ  yields 
324

29

s
, finally we obtain ( )

324

17

s
sH = and so 

248

17
)(

z
zh = , which is the area of the polytope. 

 
3.2 Some basic concepts about Birkhoff polytopes 
 The set of doubly stochastic nn ×  matrices form a convex set called 
Birkhoff polytope. In this section, we describe the Birkhoff polytope with 
some methods for finding its volume. 
 

We start this section by the following definition.  
 

Definition (3.2.1), [7]: 
The n-th Birkhoff polytope nB  is the set of all doubly stochastic 

nn ×  matrices, that is, those matrices with non negative real coefficients 
in which every row and column sums to one. In other words, the n-th 
Birkhoff polytope nB  is defined as 
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nB  is a convex polytope. 
 
Remarks (3.2.1):  

There are different ways for computing the volume of Birkhoff 
polytopes. One of the recent attempts to compute )( nBvol  relies on the 
theory of counting functions for the integer points in the polytopes. Recall 
that Ehrhart has proved that for a polytope nP ℜ⊂  with integral vertices, 
the number, )(),( ntPcardtPL Ζ= I , is a polynomial in the positive integer 
variable t, this counting function, has three properties, which are [7], 
 

     • The degree of ),( tPL is the dimension of P. 

     • The leading term of ),( tPL is the relative volume of P. 

     • Since ),( tPL is a polynomial, therefore it can be evaluated at  
        nonpositive integers. These evaluations yield  
 
            1)0,( =PL  

                ),()1(),( )dim( tPLtPL P o−=−    (3.11) 
           where  oP  is the interior of P. 
 

We will denote the Ehrhart polynomial of the Birkhoff polytope 

nB  as ),()( tBLtH nn = , where nH  is a polynomial in t of degree 2)1( −n , 
to do this count, note that the last row and column are fixed by the 
conditions that the row and column sums should equal one. The 
remaining 2)1( −n  entries can be chosen freely; therefore the dimension 

of nB  is 2)1( −n , which is the degree of the Ehrhart polynomial of the 
Birkhoff polytope. 

 
The first two of these polynomials are easily computed, [7] which 

are,  
  1)( ,1)( 21 +== ttHtH  
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We will compute these polynomials in the next section, the first nontrivial 
polynomial was computed see [7], is 

 

                    
2

3 2

2t

2

3t
3)t(H 







 +
+






 +
−=  

 
 
The properties of nH  are found in  [7]. From (3.11), it is deduced that  

)()1()( 1 tHtnH n

n

n

−−=−−  
 
and 
 

0)1(...)2()1( =+−==−=− nHHH nnn  
 

This allows the following strategy for computing nH , and 

therefore, the volume of nB : compute the first 







 −
2

1n  values of nH , use 

the above symmetry and trivial values of nH , and calculate the 
polynomial nH  by interpolation, [7], [17]. 

                         

3.3 The Ehrhart polynomial of a Birkoff polytope 
 In this section we give some theorems that can be used to count the 
Ehrhart polynomial of the Birkhoff polytope. One can view the Birkhoff 
polytope nB  as given in the form of    
                                                

}bAX:X{P d =ℜ∈= +  (3.12) 
  

where  

























=

1010010

0....0.00.0

...

.0..

111

1...1

00.

0.0000

0.0000

01...100

0001...1

A   

 
 

 We illustrate how to represent the Birkhoff polytope in the form (3.12). 
For example if n = 2 then from the definition of the Birkhoff polytope, 
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                           
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this means that 



















=





































1

1

1

1

1010

0101

1100

0011

22

21

12

11

a

a

a

a

 

 

Let             
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Then   
            }bAX:X{P d =ℜ∈= +  
which is the H-representation of the polytope.  
 
 Now, some theorems that concern this type of polytopes are given. 

 
Theorem (3.3.1), [7]: 
    Consider a convex rational polytope P given by (3.12) for some 
( dm× )-matrix A and m-dimensional vector b. Denote the columns of A 
by dcc ,...,1 . Then  

 

∫∫
=

−−−−−−

= −−−
=

mm

d

m

Z

ccc

tb

m

tbtb

Z

m
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ZZZ

ZZZ

i
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ξξπ )1()1)(1()2(

1
),(

21

21

11

11

2

1

1

L

L
L  

where 1,...,0 1 << mξξ  are distinct real numbers and t is a positive integer. 
 
Proof: 
 Consider the function 
 

 
)1()1)(1(

)(
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21 11

2

1

1

d

m

ccc

tb

m

tbtb

ZZZ

ZZZ
Zf

−−−
=

−−−−−−

L

L
 



Chapter Three                                      The Ehrhart polynomial of H-Representation 
                                                        of a polytope 

 

 ٧٢

Here, (the standard multivariate notation nw

n

wW vvV ...`1

1= ) is used. f(Z) will  
be integrated with respect to each variable over a circle with a small 
radius: 
 

∫∫
== mmZ

mm

Z

dZdZZZf
ξξ

11 ),...,(
11

LL       (3.13) 

 

here 1,...,0 1 << mξξ  are chosen such that, all of the 
)1(

1
kcZ−

can be 

expanded into power series about 0. Since the integral over one variable 
will give the respective residue at 0, integration can be done with respect 
to one variable at a time. When f is expanded into its Laurent series about 
0, each term has the form 11

1 ,...,11 −−−− mm tbr

m

tbr ZZ , where mrr ,...,1  are 
nonnegative integers. Thus, in the integral (3.13) will give a contribution 
precisely.■ 
 
Remark(3.3.1): 
 A special case of theorem (3.3.1) can be obtained by putting           b = 
(1,1,…,1) nZ 2∈ , therefore the Ehrhart polynomial of  the n-th Birkhoff  
polytope is given by 
 

 ∫ ∫ −−−
=

++

−−
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ZZZZZZ
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i
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nnnn

t

n

nn )1()1)(1(

)(

)2(

1
)(

22211

1
21

2
L
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π
 

 
Here, each integral is over a circle with radius < 1 centered at the 

origin; all appearing radii should be different.  
 

The following theorem gives a general formula of the Ehrhart 
polynomial of the Birkhoff  polytope with b = (1,1,…,1).  

         
Theorem (3.3.2), [7]: 
         For any distinct 1,...,0 1 << nξξ ,         

1  
1

1
1

1
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Proof: 
From remark (3.3.1), the last n variables of )(tH n  can separate and 

obtain 

( ) 11
11

1
1

21 )1()1)(1(2

1

)2(

1
)( dZdZdZdZ

ZZZZZZ

Z

i
ZZZ

i
tH nn
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nnn L
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LL −
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−−
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


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



−−−ππ
=

 
       The radius of integration circle of the inner most integral may be 
chosen to be smaller than the radii of the other integration paths. Then the 
innermost integral is computed which is equal to the residue at zero of  

                   
)1()1(

1

1
1 ZZZZZ n

t −−+
L

  

and, by residue theorem, equal to the negative of the sum of the residues 
at 11

1 ,, −−
nZZ K . ( Note that here we use the fact that t>0 ). 

The residues at these poles are computed: the one, say, at 
1

1

Z
can be 

calculated as  
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 Similarly we calculate the residues at the other poles, which yield the 
Ehrhart polynomial of the Birkhoff polytope.■ 
 

In the next example we will illustrate the computation of 1H . 
 
Example (3.3.1): 

From theorem (3.3.2) we get, 
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The next example will explain the computation of 3H  and hence 

the volume of 3B . 
 
Example (3.3.2), [7]: 

By using theorem (3.3.2) we get  
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We have to order the radii of the integration paths, for each variable; we 
choose 10 123 <<<< ξξξ  we use this fact after multiplying out the cubic: 

integrating, for example, the term 
3

13

3

23

52
3

1
2

1
1

)()( ZZZZ

ZZZ ttt

−−

+−−−−

 with respect to 3Z  

gives 0, as this function is analytic at the 3Z - origin and 321 , ξ>ZZ . 

After using this observation for all the terms stemming from the cubic, 
the only integrals surviving are  
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The first integral factors and yields, again by residue calculus  
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for the second integral, it is most efficient to integrate with respect to 2Z  
first. 
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Adding up the last two lines finally gives  
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 In general, the relative volume of the fundamental domain of the sub 
lattice of 

2nΖ  in the affine space spanned by nB  is 1−nn , [7].  
 
       Therefore, to obtain the volume of 3B , the leading term of 3H  has to 
be multiplied by the relative volume of the fundamental domain of the 
sub lattice of 9Ζ  in the affine space spanned by 3B  which is equal to 9; 

hence 
8

9
)B(vol 3 =  

        
Now for n = 4, the number of integrals that has to evaluate to 

compute 4H  is only slightly higher. By theorem (3.3.2) 
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Again we have a choice of ordering the radii; 10 1234 <<<<< ξξξξ  are 
used. After multiplying out the quadric, five integrals have to be 
calculated; their evaluation (again straight forward by means of the 
residue theorem) is as follows: 
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dZ
ZZ

Z

ZZ

Z
t

ZZ

Z
t

ZZ

ZZ

i

ttttt

)
)(

4
)(

)1(4
)(

)1((
)()2(

6
6

21

22

2

5

21

32

2

4

21

42

22

4

21

5

2

5

1

2 ∫ −
+

−
+−

−
+⋅

−
=

−−−−−−++

π
 

 

       






 +
+






 +
+−







 +
+=

9

5
24

8

5
)1(24

7

5
)1(6 2

tt
t

t
t , 

 

∫ −−−−−−
−=

−−+

dZ
ZZZZZZZZZZZZ

ZZZZ

i

tt

))(()()()()()2(

12

4342

2

32

2

41

3

31

3

21

1
4

2
3

2
2

5
1

4π
 

 
 

∫ −−−
−=

−−+

dZ
ZZZZZZ

ZZZ

i

tt

3

42

5

41

3

21

1
4

2
2

5
1

3 )()()()2(

12

π
 

 
 

dZ
ZZ

Z

ZZ

Z

ZZZZ

ZZ

i

tt

)
)(

6
)(

6
)(

1
(

)()2(

12
5

41

2

4

4

21

4

3

41

5

41

1

4

5

1

2 ∫ −
+

−
+

−
⋅

−
−=

+−+

π
 

 
 








 +
−






 +
−






 +
−=

9

5
72

8

5
72

7

5
12

ttt
 

 
After simple computations one can get  

1
18

65

63

379

5670

35117
10

43

540

1109

3

2

135

19

630

11

11340

11
)(

23

456789

4

++++

+++++=

ttt

tttttttH
 

and hence 

           
2835

176

11340

11
4)( 3

4 =⋅=Bvol . 

 
3.4 The effect of matrix operations on the number of integral 
points 

 Consider the polytope P that is defined as }:{ bAXX d ≤ℜ∈ , where 
ddA ×ℜ∈  and db ℜ∈ . In this section we study the change of the number 

of integral points of P upon performing the usual matrix operations on the 
matrix A, these operations include interchanging two rows (columns), the 
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addition of a row (column) to another row (column), and the transpose of 
the matrix A. 

The study is when n = 2, 3 and n = 4, the computation shows that 
there is no change in the number of integral points in the case of 
transpose and in the interchanging of rows or column under certain 
conditions. 

 Now we discuss the method for the polytope }:{ bAXX d ≤ℜ∈ , where 
ddA ×ℜ∈  and db ℜ∈ . In two cases which are: 

(I)  The case of 22×  matrix: 

    Suppose that 







=

2221

1211

aa

aa
A , ( )tb 11= . In order to find L(P, t) we use 

∫∫
=

−−−−

=
−−

=
mm

d

m

Z

cc

tb

m

tb

Z

m
dZ

ZZ

ZZ

i
tPL

ξξ
π )1)...(1(

...
...

)2(

1
),(

1

1

11

11

1  where dcc ,...,1  are the 

column vectors of A, here 1,...,0
1

<< ξξ
m

 are distinct real numbers and 

t a positive integer. 

We use the standard multivariate notation nw

n

wW vvV L`1

1= . 

∫ ∫
= =

−−−−

−−
=

11 22

21

21

)1)(1()2(

1
),(

1

2

1

1
2

ξ ξπ Z Z
cc

tbtb

dZ
ZZ

ZZ

i
tPL  , here 10 12 <<< ξξ . 

Let 1,1 2211 <=<= ξξ ZZ  and  ( ) ( )2212221111 , aacaac == . 

By assuming t = 1, 121 == bb  we get  

∫ ∫
= =

−−

−−
=

11 22

22122111 12

2121

2
2

2
1

2 )1)(1()2(

1
)1,(

ξ ξπ Z Z
aaaa

dZdZ
ZZZZ

ZZ

i
PL  

Now let, 

)1)(1(

1
)(

22122111

2121

2

2

2

1

aaaa ZZZZZZ
Zf

−−
=  

the poles of f(z) at 2ZZ =  are 

1. A pole at zero: 

     Since 22int0 ξ=∈ Z , therefore it is a pole of order two. 

2. 01 2111

21 =− aa ZZ  then 
11

21

1

2

1
a

a

Z
Z = , 21

11

1

1

2 )
1

( a

aZ
Z = , this is a pole if 22 ξ<Z  

therefore, 
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21

11

21

11

11

2

11

a

a

a

a

Z
Z

ξ
==  , 2

1

1 ξ
ξ

>  ( because 10 12 <<< ξξ ) 

    then 21

11

1

1

2 )
1

( a

aZ
Z = ∉ )int( 22 ξ=Z . 

3. 01 2212

21 =− aa ZZ  then 
12

22

1

2

1
a

a

Z
Z = , 22

12

1

1

2 )
1

( a

aZ
Z =  

therefore, 
22

12

1

2

1

a

aZ

ξ
= , but 2

1

1 ξ
ξ

>  ( because 10 12 <<< ξξ ) then 

22

12

1

1

2 )
1

( a

aZ
Z = ∉ )int( 22 ξ=Z . 

Therefore we have pole of order two at zero only, and its residue has to 
be computed as follows, 

for 
)1)(1(

1
)(

22122111

2121

2

2

2

1

aaaa ZZZZZZ
Zf

−−
= , we determine the residues on  

the circle 22 ξ=Z  with radius 2ξ  and center zero, if we consider  

2

2

)(
)(

Z

Z
Zf

Φ= , where 

=Φ )(Z
)1)(1(

1
22122111

2121

2

1

aaaa ZZZZZ −−
 

1Z  can be regarded  as a constant, then 

[
]2

2

1

222
1

2

1

2

1

221

2

22
1

)1)(()1(

)1).(()1(
1

)(

222221

222121

−−−

−−−

−−−+

−−−−=Φ′

aaa

aaa

ZZaZ

ZZaZ
Z

Z

ββα

βαα

[
]1

2

2

2

1

222

1

2

2

2

1

2212

1

)1()1(

)1()1(
1

)(

212222

222121

−−−

−−−

−⋅−+

−⋅−=Φ′

aaa

aaa

ZZZa

ZZZa
Z

Z

αββ

βαα
 

where 11

1

aZ=α  and 12

1

aZ=β  therefore  

1. If 121 >a  and 122 >a  then 0)0( =Φ′  therefore L(P,1) = 0 . 

    Now if 121 =a  and 122 >a  then 
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   [ ]1

2

2

2

1

222

1

2

2

22
1

2 )1()1()1()1(
1

)( 2222 −−−−− −⋅−+−⋅−=Φ′ ZZZaZZ
Z

Z aa αβββαα  

 

     2

1
11)0( −=Φ′ aZ  

then  

∫
=

−=
11

11

1

2

12

1
)1,(

ξπ Z

a dZZ
i

PL  

2. If 211 >a  or 111 <a , then L(P,1) = 0. 

3. If 111 =a  then ∫
=

=
11

1

1

1

2

1
)1,(

ξπ Z

dZ
Zi

PL =1 

    If 121 >a  and 122 =a  then 

   [ ]1

2

2

22
1

2 )1()1(
1

)( 21 −− −⋅−=Φ′ aZZ
Z

Z αββ  

    [ ] 2

12

1

12
1

)0( −==Φ′ aZ
Z

β  

    ∫
=

−=
11

12

1

2

12

1
)1,(

ξπ Z

a dZZ
i

PL  

4. If 212 >a  or 112 <a  then L(P,1) = 0  

5. If 112 =a  then 1
1

2

1
)1,(

11

1

1

== ∫
=ξπ Z

dZ
Zi

PL  

    If 12221 == aa , then [ ]βα +=Φ′
2

1

1

1
)(

Z
Z  

        2

1

2

11
1211)( −− +=Φ′ aa ZZZ  then ∫

=

−− +=
21

1211

1

2

1

2

1 )(
2

1
),(

ξπ Z

aa dZZZ
i

tPL  

 

6. If 211 >a  or 111 <a , and 212 >a  or 112 =a , then L(P,1) = 0  

7. If 111 =a  and 112 =a  then L(P,1) = 2 

 This means we have three cases for n = 2, which are 
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Case 1: L(P,1) = 0  

If 

(1) 11, 2221

2221

1211 >>







= aanda

aa

aa
A  

(2) )12(1,
1 111122

22

1211 <>>







= oraaanda

a

aa
A  

(3) )1  2(  1,
1 121221

21

1211 <>>







= aoraanda

a

aa
A  

(4) )1,(2,,
11 12111112

1211 <>







= aaoraa

aa
A  

Case 2: L(P,1) = 1 

If  

(1) 1,
1

1
22

22

12 >







= a

a

a
A  

(2) 1,
1

1
21

21

11 >







= a

a

a
A  

(3) 1  2,
11

1
1212

12 <>







= aora

a
A  

(4) 1  2,
11

1
1111

11 <>







= aora

a
A  

Case 3: L(P,1) = 2 

 If 







=

11

11
A  

Now we look at the change in L(P,1) when a matrix operation is 
performed on the matrix A. 

That is, 

1. We first look at the operation of taking the adjoin, the relation 
between the number of integral points for }:{ 2 bAXXP =ℜ∈=  and 

}:{ 2 bXAXP T =ℜ∈=  are equal and, 
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a. L(P,1) = 0 if there exists a row nR  of the matrix A with index n 
such that 1>nja , where nja  are the elements of the row nR , and 

there exists a column nC  of the matrix A with index n such that 
1>ina , where ina  are the elements of the column njiCn ,...,1,, = . 

b. L(P,1) = 1 if there exists a column jC of the matrix A with 

element ija  such that 1=ija and 21 >ka , jk ≠  and there exists     

a row jR  of the matrix A with index j such that njiaij ,...,1,,1 == . 

c. L(P,1) = 2 if there exists two columns 
1j

C
2

, jC  of the matrix A 

such that 1
1

=ija  and 1
2

=ija , 211 ,,2 jkjka k ≠≠≥  and there exists 

two rows 
21

, ii RR of the matrix A  such that 11
21

== jiji aanda and 

for 
21 jjC and  

     2121 ,:,,2,
21

iimjjkaR mkii ≠≠> . 

2. Interchanging of rows or columns: 

The number of integral points for the original polytope and the 
polytope obtained by interchanging of rows or columns of the matrix A 
are equal and, 

a. L(P,1) = 0 if there exists a row jR  of the matrix A with index j 

such that 2>jia , where jia  are the elements of the row jR , and 

column iC  of the matrix A, nji ,...,1, = . 

b. L(P,1) = 1 if there exists a column jC of the matrix A with 

element ija  such that 1=ija and 2>ika ,  

     njijk ,...,1,, =≠∀ . 

c. L(P,1) = 2 if there exists two columns of the matrix A such that 
its elements are equal to one. 

3.  Sum of two rows or columns: 

The relation between the numbers of integral points for the original 
polytope and the polytope obtained by adding two rows or columns of the 
matrix A are given as follows: 

a. L(P,1) = 0, the conditions are the same as L(P, 1) = 0 for 
interchanging of rows or columns. 

b. L(P, 1) = 1, in this case the number of integral points of the 
original polytopes and the changing polytopes may not be equal 



Chapter Three                                      The Ehrhart polynomial of H-Representation 
                                                        of a polytope 

 

 ٨٣

under any conditions. For example: 







=

51

21
A , where L(P, 1) =1, 

but when we add two columns the result is 







=

56

23
B   and   

L(P, 1) = 0. 

c. L(P, 1) = 2, also in this case, the numbers of integral points of the 
original polytopes and the changing polytopes may not be equal. 

c. Multiplying by a constant c > 0: 

The relation between the numbers of integral points for the original 
polytope and the polytope obtained by multiplying a row or column by a 
constant c > 0 are are given as follows: 

a. L(P,1)=0, the conditions are the same as L(P,1)=0 for 
interchanging of rows or columns. 

b. L(P, 1) = 1, in this case, the number of integral points  of the 
original polytopes and the changing polytopes may not be equal 

any where for example: 







=

51

21
A , where L(P, 1) = 1, but when 

we multiply by a constant c > 0 the result is 







=

53

23
B  and   

L(P, 1) = 0. 

c. L(P, 1) = 2, also in this case, the number of integral points of the 
original polytopes and the changing polytopes may not be equal 
under any condition. 

(II)  The case of 33×  matrix: 

Now if 
















=

333231

232221

131211

aaa

aaa

aaa

A  

This means that the polytope }:{ 3 bAXXP =ℜ∈= 3, Ζ∈b . By theorem 
(3.3.1) with t = 1 and 1321 === bbb , we get 

∫ ∫ ∫
= = =

−−−

−−−
=

11 22 33

321 )1)(1)(1()2(

1
)1,(

2
3

2
2

2
1

3
ξ ξ ξπ Z Z Z

ccc
dZ

ZZZ

ZZZ

i
PL  

where 

( )3121111 aaac = , ( )3222122 aaac = , ( )3323133 aaac = ,
1,,0 123 << ξξξ . 
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Then  

)1()1()1(

)2(

1
)1,(

332313322212312111

11 22 33

321321321

123
2

3
2

2
2

1

3

aaaaaaaaa

Z Z Z

ZZZZZZZZZ

dZdZdZZZZ

i
PL

−⋅−⋅−

=

−−−

= = =
∫ ∫ ∫

ξ ξ ξπ
 

the integrand is  

)1()1()1( 332313322212312111

321321321

2
3

2
2

2
1

aaaaaaaaa ZZZZZZZZZ

ZZZ

−⋅−⋅−

−−−

 

now we find the poles for the above function: 

1. A pole of order one at zero, 

     Since 33int0 ξ=∈ Z . 

2. 01 312111

321 =− aaa ZZZ  then   1312111

321 =aaa ZZZ  

      
31

2111

1

21

3

1 a

aa ZZ
Z 








=  

      
31

1

2111

21

3

1
a

aa ZZ

Z =
















=

31

21

31

11

11

1

a

a

a

a

ξξ
 

      1
1

11

>
ξξ

 

      )int( 333 ξ=∉ ZZ . 

Similarly for the other points. 

By assuming  

=Φ )(Z
)1)(1)(1(

1
333231

333

aaa ZZZ γβα −−−
 

where  
231322122111

212121  and , aaaaaa ZZZZZZ === γβα  

by generalized Cauchy integral formula at Z = 0, we get  

1

3

1

3

2

3

1

333

1

3

1

3

2

3

1

332

1
33

1

331
2

3

)1()1()1(

)1()1()1)()(1(

)1)(1)(()1()(

32313333

33313232

33323131

−−−−

−−−−

−−−

−−−+
−−−−−+

−−−−−=Φ′

aaaa

aaaa

aaaa

ZZZZa

ZZZZa

ZZZaZZ

βαγγ
γαββ

γβαα
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regarding 1Z  and 2Z  as constants. 

Now  

If  11,1 333231 >>> aandaa  then 0)0( =Φ′ , therefore  

L(P, 1) = 0 with 11,1 333231 >>> aandaa  . 

Ι) If 1,1 333231 >= aaanda  

1

3

1

3

2

3

1

333

1

3

1

3

2
3

1

332
1

3
1

3
2

331

)1()1( )1()1()1(             

)1()1()1()1()(
3233333331

32323332

−−−−−−

−−−−−

−−−+−−

−+−−−=′
aaaaa

aaaa

ZZZZaZZ

ZZaZZZaZ

βαγγγα
ββγβααΦ

 
2111

2131)0( aa ZZa ==Φ′ α  

∫ ∫
= =

=
11 22

2111

122

2

2

1

21
2)2(

1
)1,(

ξ ξπ Z Z

aa

dZdZ
ZZ

ZZ

i
PL  

           ∫ ∫
= =

−−=
11 22

2111

12

2

2

2

12)2(

1

ξ ξπ Z Z

aa dZdZZZ
i

 

   i) If 12 2121 <> aora , then L(P,1) = 0. 

  ii) If 121 =a  then 1)0( =Φ′ . And  

1

2

1

11

11

)2(

1
)1,( dZZ

i
PL

Z

a

∫
=

−=
ξπ

 then  

a) If 12 1111 <> aora  then L(P, 1) = 0. 

b) If 111 =a  then L(P, 1) = 1. 

Π) If 1,1 333132 >= aaanda  then 2212

2132)( aa ZZaZ ==Φ′ β  and 

∫ ∫
= =

=
11 22

2212

122

2

2

1

21
2)2(

1
)1,(

ξ ξπ Z Z

aa

dZdZ
ZZ

ZZ

i
PL  

                     ∫∫
=

−

=

−=
22

22

11

12

12

2

2

2

12)2(

1

ξξπ Z

a

Z

a dZdZZZ
i

 

   i) If 12 2222 <> aora  then 0)0( =Φ′ , this mean that L(P, 1) = 0. 

  ii) If 122 =a  then 1)0( =Φ′ and 1

2

1

11

12

2

1
)1,( dZZ

i
PL

Z

a

∫
=

−=
ξπ

 

a) If 12 1112 <> aora  then L(P, 1) = 0. 
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b) If 112 =a  then 1)0( =Φ′ and hence L(P, 1) = 1. 

III) If 1,1 323133 >= aaanda  then  

2313

2133)( aa ZZaZ ==Φ′ γ and hence  

∫ ∫
= =

−−=
11 22

2313

12

2

2

2

12)2(

1
)1,(

ξ ξπ Z Z

aa dZdZZZ
i

PL  

           ∫∫
=

−

=

−=
22

23

11

13

12

2

2

2

12)2(

1

ξξπ Z

a

Z

a dZdZZZ
i

 

   i) If 12 2323 <> aora  then 0)0( =Φ′ , this means that L(P, 1) = 0. 

  ii) If 123 =a  then 1)0( =Φ′ and 1

2

1

11

13

2

1
)1,( dZZ

i
PL

Z

a

∫
=

−=
ξπ

 

Then,  

a) If 12 1313 <> oraa  then L(P, 1) = 0. 

I1) If 11,1 333231 >== aandaa  

1

3

1

3

2

3

1

333

1

3

1

3

2

3

1

3

1

3

2

3

)1()1()1(

)1()1()1(

)1()1()1()(

3333

3132

33

−−−−

−−−

−−−

−−−+
−−−+

−−−=Φ′

ZZZZa

ZZZ

ZZZZ

aa

aa

a

βαγγ
γαββ

γβαα
 

then 22122111

2121)0( aaaa ZZZZ +=+=Φ′ βα  

hence ∫ ∫
= =

+=
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   i) If ( 12 2121 <> aora ) and ( 12 2222 <> aora ) then L(P, 1) = 0. 

  ii) If ( 121 212221 <>= aoraanda ) then 1

21
211)( −−=Φ′ ZZZ a  ,      

                hence 1

2

1

11

11

2

1
)1,( dZZ

i
PL

Z

a

∫
=

−=
ξπ

 

a) If 12 1111 <> oraa  then 0)0( =Φ′ , this means that L(P, 1) = 0. 

b) If 111 =a  then L(P, 1) = 1. 

   iii) If )12(1 212122 <>= aoraanda  then  
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1
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1
12)( −−=Φ′ ZZZ a , hence 1
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∫
=

−=
ξπ

 

a) If 12 1212 <> aora  then 0)0( =Φ′ , this means that L(P, 1) = 0. 

b)  If 112 =a  then L(P, 1) = 1. 
iv) If 12212 == aa , then  
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1
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i
PL

Z

aa

∫
=

−− +=
ξπ

 

a) If )12( 1111 <> aora  and )12( 1212 <> aora , then L(P, 1) = 0. 

b) If 111 =a  and )12( 1212 <> aora  then L(P, 1) = 1. 

c) If 112 =a  and )12( 1111 <> aora then L(P, 1) = 1. 

d) If 111 =a  and 112 =a  then L(P, 1) = 2. 
 
II1) If 11 323331 >== aandaa , then 

23132111

2121)0( aaaa ZZZZ +=+=Φ′ γα , then 
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   i) If )12( 2121 <> aora  and )12( 2323 <> aora , then L(P, 1) = 0. 

  ii) If 121 =a  and )12( 2323 <> aora , then  
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a) If )12( 1111 <> aora  then 0)0( =Φ′  and L(P, 1) = 0. 

b) If 111 =a then L(P, 1) = 1. 

  iii) If 123 =a  and )12( 2121 <> aora , then  
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1
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a) If )12( 1313 <> aora  then L(P, 1) = 0. 

b) If 113 =a then L(P, 1) = 1. 
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iv) If 11 2321 == aanda  then  
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a) If )12( 1111 <> aora  and )12( 1313 <> aora , then L(P, 1) = 0. 

b) If 111 =a  and )12( 1313 <> aora , then L(P, 1) = 1. 

c) If 11 1311 == aanda  then  L(P, 1) = 2. 

 
III1) If 11 313332 >== aandaa  then  
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i) If )12( 2222 <> aora  and )12( 2323 <> aora , then L(P, 1) = 0.  

  ii) If 1
22

=a  and )12( 2323 <> aora , then  

1

2
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1
12)( −−=Φ′ ZZZ a , hence 1

2

1

11

12

2
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i
PL

Z

a

∫
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a) If 12 1212 <> aora  then 0)0( =Φ′ , this means that L(P, 1) = 0. 

b) If 112 =a then L(P, 1) = 1. 

  iii) If 123 =a  and )12( 2222 <> aora , then  
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1
13)( −−=Φ′ ZZZ a , hence 1
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1

11
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2

1
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i
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Z

a

∫
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ξπ

 

a) If 12 1313 <> aora  then L(P, 1) = 0. 

b) If 113 =a then L(P, 1) = 1. 
iv) If 12322 == aa  then  

1
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1
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1

11
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i
PL

Z

aa

∫
=

−− +=
ξπ

 

a) If )12( 1212 <> aora  and )12( 1313 <≥ aora , then L(P, 1) = 0.  

b) If 112 =a  and )12( 1313 <> aora , then L(P, 1) = 1.  
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IV1) If 1333231 === aaa  then 
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i) If )12( 2121 <> aora , )12( 2222 <> aora  and 

              )12( 2323 <> aora then L(P, 1) = 0. 

    ii) If 121 =a  , )12( 2222 <> aora  and )12( 2323 <> aora  then  
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a) If )12( 1212 <> aora , then L(P, 1) = 0. 

b)If 112 =a then L(P, 1) = 1. 

  iv) If 123 =a  , )12( 2121 <> aora  and )12( 2222 <> aora  then  
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∫
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−=
ξπ

 

a) If )12( 1313 <> aora  then L(P, 1) = 0. 

b) If 113 =a  then L(P, 1) = 1.     

  v) If 12221 == aa and )12( 2323 <> aora  then  
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aa
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a) If )12( 1111 <> aora  and )12( 1212 <> aora  then L(P, 1) = 0. 

b) If 111 =a  and )12( 1212 <> aora  then L(P, 1) = 1. 

c) If 112 =a  and )12( 1111 <> aora  then L(P, 1) = 1. 

d) If 11211 == aa  then L(P, 1) = 2. 
 
vi) If 12322 == aa and )12( 2121 <> aora  then  
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a) If )12( 1212 <> aora  and )12( 1313 <> aora  then L(P, 1) = 0. 
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b) If 112 =a  and )12( 1313 <> aora  then L(P, 1) = 1. 

c) If 113 =a  and )12( 1212 <> aora  then L(P, 1) = 1. 

d) If 11312 == aa  then L(P, 1) = 2. 
  vii) If 12321 == aa and )12( 2222 <> aora  then  
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1

11
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aa
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=

−− +=
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a) If )12( 1111 <> aora  and )12( 1313 <> aora  then L(P, 1) = 0. 

b) If 111 =a  and )12( 1313 <> aora  then L(P, 1) = 1. 

c) If 113 =a  and )12( 1111 <> aora  then L(P, 1) = 1. 

d) If 11311 == aa  then L(P, 1) = 2. 
  viii) If 1232221 === aaa  then  
 

              1
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1
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1

2

1
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i
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aaa

∫
=
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a) If )1aor2a(),1aor2a( 12121111 <><> and )12( 1313 <≥ aora then  

    L(P, 1) = 0. 

b) If 111 =a  and )12( 1212 <> aora  then L(P, 1) = 1. 

c) If 112 =a ,  )1aor2a( and )1a or 2a( 11111313 <><> then L(P,1)=1 

d) If 113 =a , )12( 1111 <> aora and )12( 1212 <> aora  then L(P, 1)=1 

e) If 11211 == aa  and )12( 1313 <> aora  then L(P, 1) = 2. 

f) If 11311 == aa  and )12( 1212 <> aora  then L(P, 1) = 2. 

g) If 11312 == aa  and )12( 1111 <> oraa   then L(P, 1) = 2. 

h) If 1131211 === aaa  then L(P, 1) = 3. 

 The obtained results in the case of n=3 are related to the number of 
integral points for the original polytope and the changing polytope are the 
same as the case when n=2. 
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The general case is: 

If 


















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nnnn

n

aaa

aaa

A

..

..

..

..

..

21

11211

 where njia ji ,...,1,, =  

are positive integers and t=1, )1...1(=b . For the polytope  

}:{ bAXXP d ≤ℜ∈= . 

 Our obtained results are, The number of integral points is: 

1. L(P,1)=0  

This will hold if nR  or any row of the matrix A has an element 
niain ,...,1,2 => , where nR  is the n-th row of the matrix A, and the 

number of integral points does not change when:  

a) Interchanging any two columns (rows). 

b) Summing two columns (rows). 

c) the matrix A is transposed, the condition on A is 1≥ina  and 
njianj ,...,1,,1 =≥ . 

2. L(P,1)=1 
When nR  or any row of the matrix A has an element 

niain ,...,1,2 => , where nR  is the n-th row of the matrix A, and the 

number of integral points does not change when: 

a) Interchanging any two columns (rows). 

    But the number of integral points is change if: 

b) Multiplying by a constant c>0.  

c) Summing two columns (rows). 

     d) The matrix A is transposed, the conditions on A that are 
needed to get the same number of integral points are: 

                      i) The elements of the first row are one. 

                     ii) There exist two rows and columns and where their 
elements are one. 
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